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«In contrast with many engineers who make houses, cars, medicines, and clothing for human need and enjoyment, we make things that do not themselves directly satisfy human needs, but which others use in making things that enrich human living. In a word, the computer scientist is a toolsmith.»

F. P. Brooks, Jr. [1]
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Introduction

The aim of this thesis is the investigation of the potential of Visuo-Haptic Augmented Reality (AR) technologies for robot applications. Augmented Reality has increased its relevance in several research fields in the last decade and it starts to have important applications also in the commercial field. Whereas for commercial products the term Augmented Reality is mainly used to indicate an application that augments the sense of sight, academic research has explored the augmentation of other senses too, like touch [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13] and, to a lesser extent, hearing [14, 15, 16, 17, 18]. Although the research activity on AR has been active for several years, the development of systems including the augmentation of more than one sense simultaneously needs more investigation.

Visuo-Haptic Augmented Reality (VHAR) is a technique that augments both the sight sense (Visuo) and the touch sense (Haptic, from Greek: haptos "palpable", haptikos "suitable for touch"). This approach allows a system to be more immersive than solutions augmenting only one sense. Visuo-Haptic augmentation can be used to generate highly immersive applications, enabling a user to receive artificial inputs through two different senses at the same time. Since the quantity of information and the human processing speed change from one sense to another (sight provides a large amount of information but it takes time to be processed; touch conveys less information than sight but it is more immediate), it can be useful to combine them, exploiting the advantages simultaneously.

As discussed by Azuma [2], AR is a way for a user to interact with information that is not directly available. From another point of view, we can say that AR is a way
to achieve the *Intelligence Amplification* proposed by Brooks [1] which can be translated, in this case, as making a task easier for a human user. Hence, AR can be used to provide information in a more intuitive way for the user, helping him/her to perform a real-world task.

This investigation aspires to highlight the benefits of VHAR interfaces for human-robot interaction, enabling a user to interact with a robot in a more intuitive way to perform a task. Often human-robot interaction, especially in industrial scenarios, requires the user to know the technical details of, at least, the robot platform. To achieve this level of knowledge, if the user is not an expert of robotics or if he/she is not a highly skilled operator, a specific training phase is needed. The use of a VHAR interface may reduce the need for training because it does not require such level of technical knowledge about the robotic system in use. VHAR interfaces have been used for human-machine interaction, as we will discuss in Chapter 1, but the literature on the use of these interfaces specifically for human-robot interaction is quite limited. Moreover, this work aims to extend the state of the art about VHAR interfaces for robot teleoperation, which includes even fewer contributions.

In this work we show that a Visuo-Haptic interface provides a valid and reliable way to enhance the user experience, enabling the operator to feel the execution of the task less artificial and more natural. We also show that VHAR interfaces can be applied in very different application contexts. Indeed, we adopt VHAR interfaces for human-robot interaction in scenarios in which the robots greatly differ but the benefits derived from the use are of the same nature. Enhancement of the user experience, higher level of immersion, and lower workload on the user are general results obtained across the different scenarios.

The aim of this thesis is to assess the potential of VHAR interfaces in coping with problems related to the interaction of a human operator with a robotic system. A generic human-robot interaction involves different robots and different environments. Moreover, the typology of the tasks greatly varies. Hence, to make this investigation more generic, the work in this thesis has addressed two quite different applications, which are developed in separate chapters 3, 4 and 5. The first use case is the development and evaluation of a VHAR application in an indoor scenario in which a
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robotic manipulator has to learn how to perform pick-and-place tasks. The user provides several demonstrations of the task in a 3D physics-based AR scene, using a haptic interface. The interface generates the force feedback based on the detection of collisions in the physics simulation. The 3D AR scene is automatically generated using an object recognition and registration algorithm. The system learns how to perform the task generating a precedence graph based on the user’s demonstrations. We show that this natural way of interaction, together with the use of physics simulation to simulate the behavior of the objects that must be manipulated by the robotic arm in the real task, creates a more intuitive human-robot interaction. Therefore, the user does not need to have prior knowledge of the technical details of the manipulator or the system itself.

The second use case of this thesis develops a VHAR application for a challenging scenario. Indeed a VHAR system is proposed in outdoor environment for the teleoperation of a radioactivity-detector equipped UAV (Unmanned Aerial Vehicle), using a novel sensor-based haptic teleoperation scheme. UAVs are becoming more and more autonomous thanks to the miniaturization of sensors and reduced power requirements but, at the moment, a fully autonomous aerial vehicle is not effective for many tasks and not allowed by several national laws. Hence, teleoperation of UAVs is still essential. Major agencies and organizations that are planning to develop fully autonomous UAVs in future, waiting for the technological progress and more permissive laws, state that the human factor, i.e. teleoperation, is still important and further research is needed. As mentioned by USAF (United States Air Force) [19] [20], UAV teleoperation research should move from the concept of *man-in-the-loop* to *man-on-the-loop*. This change would imply that a human operator will no longer control the UAV for the whole mission time but he/she will be able to override the autonomous behavior in any moment. Furthermore, USAF proposes that a single human operator could oversee more than one UAV simultaneously, intervening only in case of need. The operator would oversee the entire operation, being aware of the state of every component, for example the flight state of every UAV, sensor data acquisition and the potential obstacles or danger situations. This set of information is called *Situation Awareness* (SA). Maintaining a high level of SA, especially in complex scenarios,
causes a high level of mental workload for the human operator. Ruiz et al. faced this problem in a multiple-UAVs scenario [21], using different human-machine interfaces to increase the immersion level of the operator, and evaluating methods for the delivery of information to the human operator [22]. As their studies show, to enable a human operator to perform such a task, a good control and supervision interface is essential. The VHAR application for UAV teleoperation developed in this work addresses several of the issues in this field, proposing some solutions.

The subdivision of this thesis in two main parts, corresponding to two application scenarios, highlights the ability of VHAR in coping with similar problems even when the components of the systems are very different. In Table 1 and 2 a comparison of the two application scenarios is reported. As shown by the tables, the two applications rely on the same concepts and techniques, even though the implementations are different owing to the heterogeneous nature of the two scenarios. Hence, the VHAR interface model is suitable for the specific use cases. The common element of the two interfaces is the use of the same haptic device, the Novint Falcon. The algorithm and the software architecture developed in this thesis allow the same device to be used in the two scenarios in different ways.

To summarize, the contributions of this thesis are:

- The assessment of the use of VHAR interfaces for human-robot interaction;
- The development of a complete physics-based VHAR interface for intuitive industrial manipulator programming;
- A novel haptic teleoperation scheme for UAV teleoperation;
- An outdoor VHAR system for UAV teleoperation and mission control.

The results obtained show the importance of VHAR interfaces in two heterogeneous and innovative application fields.
discussed. In Chapter 3 a first application of Visuo-Haptic AR in indoor scenario for industrial robot manipulator programming is described, while in Chapter 4 and Chapter 5 a similar approach is introduced for the guide of an environmental monitoring UAV, equipped with a radioactivity detector. In Chapter 6 common features of the two VHAR applications are discussed and conclusions are drawn.

<table>
<thead>
<tr>
<th>Application</th>
<th>Rendering</th>
<th>Force feedback</th>
<th>Calibration</th>
<th>Environmental model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indoor VHAR for robotic manipulation</td>
<td>3D + physics</td>
<td>Collision detection</td>
<td>Marker + laser</td>
<td>Object recognition and registration</td>
</tr>
<tr>
<td>Outdoor VHAR for robotic teleoperation</td>
<td>3D + 2D</td>
<td>Sensor based</td>
<td>Marker + GPS</td>
<td>GIS data</td>
</tr>
</tbody>
</table>

*Table 1: Features of the VHAR applications developed in this thesis (1).*

<table>
<thead>
<tr>
<th>Application</th>
<th>User evaluation</th>
<th>I/O</th>
<th>Interaction</th>
<th>Workspace</th>
<th>Haptic device</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indoor VHAR for robotic manipulation</td>
<td>Multiple untrained users</td>
<td>3D</td>
<td>Programming By Demonstration</td>
<td>Indoor</td>
<td>Novint Falcon</td>
</tr>
<tr>
<td>Outdoor VHAR for robotic teleoperation</td>
<td>Expert operator</td>
<td>2D</td>
<td>Teleoperation</td>
<td>Outdoor</td>
<td>Novint Falcon</td>
</tr>
</tbody>
</table>

*Table 2: Features of the VHAR applications developed in this thesis (2).*
Chapter 1

State of the Art

This chapter presents the state of the art of the topics addressed in this thesis. The chapter is divided in four sections. In Section 1.1 presents an overview on AR state of the art. Section 1.2 discusses the state of the art of haptic feedback in general and the use of haptic interfaces for teleoperation. Section 1.3 illustrates the contributions related to indoor Visuo-Haptic AR while Section 1.4 describes the state of the art about outdoor Visual AR (without haptic augmentation). Indeed, the system presented in Chapter 5 is to our knowledge the first application of Visuo-Haptic AR in outdoor environment.

1.1 Augmented Reality

Augmented Reality has been studied for a long time but it is still under heavy research. In literature several survey contributions exist, showing the potential applications of AR as well as the techniques and the technologies used to develop these applications. In one of the surveys [2] Azuma presents a broad overview on the potential of AR, discussing several fields of application. As reported by the survey, AR systems find applications in six categories: medical, visualization and annotation, manufacturing and repair, robot path planning, entertainment, and military. The paper introduces AR highlighting the difference with Virtual Reality (VR): in VR the
user is completely surrounded by a synthetic environment and he/she cannot see the real environment around him/her. On the contrary, AR allows the user to see both the real and the virtual environments, with synthetic elements superimposed upon or composited with real ones. An example, proposed by [2], is shown in Figure 1.1. In the figure a real desk and a real telephone coexist with three virtual elements: two virtual chairs and a virtual lamp. It can be noticed that mixed occlusions are correctly shown: the desk occludes the two chairs and the lamp occludes the desk. Azuma also provides the requirements for a system to be identified as an AR system:

- combines real and virtual
- interactive in real time
- registered in 3D

While the combination of real and virtual elements can be considered as the target of an AR application, real-time interaction and 3D registration are the main problems that every AR system has to address. A wide-range description of these problems is proposed by the survey [2]. In [23] Azuma et al. present an updated survey of [2]. The survey reports new technologies and possible solutions for some of the previously cited problems.

Another survey on AR is [24], where Zhou et al. present a literature study on AR papers published in the ISMAR conference. From the study emerges that tracking and
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calibration/registration, interaction, and display techniques are the most common research topics in this field. The authors suggest that the motivation is the importance of these topics in the development of an AR applications. The survey analyses a considerable quantity of papers, discussing the issues and the solutions described in those works.

One of the newest application field for AR, not reported by [2], is learning/education. Several education-oriented AR applications have been developed in the last years. In [25] the authors present an overview of the design and evaluation of some education-oriented AR applications. They conclude that AR can be considered as an effective tool for learning, mainly for real world annotation, contextual visualization and visuo-haptic visualization. As is shown in the next sections and chapters, Visuo-Haptic AR is one of the core elements of this thesis work.

AR can be used as an interface between a user and other systems, like robots [26, 27, 28]. Kasahara et al. [26] developed a tablet-based application to control a small robot or intelligent furnitures. The user can move the robot or change its orientation using the touchscreen of the tablet and the built-in IMU. The user can see the current state of the robot and the sent commands on the screen of the tablet, superimposed on the images coming from the built-in camera, generating an AR scene. In [27] Kruckel et al. present a mobile robot equipped with a spherical camera, teleoperated by a user wearing an Head Mounted Display (HMD). The user can look at the environment around the robot moving the head. The system generates the correct view using the images of the spherical camera and the built-in IMU of the HMD. Virtual cues are superimposed on the images, for example the artificial horizon line and an arrow indicating the moving direction. In [28] an AR application for mobile robot debugging is described. The application can overlay robot’s sensory data on a real view of the robot and its environment. AR is also adopted to help users move robotic arms or manipulators. Hashimoto et al. [29] propose a touchscreen-based AR system for non-colocated teleoperation of a robotic arm. The system enables the user to teleoperate the arm using three different methods.

A combination of AR and Programming-by-Demonstration (PbD) technique can be exploited to help non-expert users to programming robotic task. In [30, 31, 32] the
authors present approaches for programming robot manipulators in AR to perform and simulate collision-free trajectories. In [33] an AR human-robot interaction system is presented for programming robot tasks in an industrial context.

In [34] an AR environment is proposed to enhance user skill transfer in simple assembly tasks without haptic interaction and physics-based simulation. In other works, physics-based augmented reality is investigated [35, 36, 37, 38]. In [35] a framework based on visual servoing is proposed for 3D object tracking in augmented reality with physics-based animation. In [36] an AR system is proposed featuring physics simulation and marker tracking. Lok et al. [37] developed a HMD system for incorporating dynamic real objects in a virtual environment. The system uses a volume query algorithm to determine plausible collision responses between virtual and real objects. In [39] a method is proposed for detection, registration and realistic augmentation of deformable shapes.

Nicolau et al. [40] present a purely visual AR environment for laparoscopic surgery. Nunez et al. [41] developed an AR system where the user can create a topological representation of the environment by setting and manipulating map nodes. In [42] the authors propose metrics for spatial collocation accuracy.

While the traditional purpose of an AR system is to augment user’s experience in very specific use cases, Grubert et al. propose [43] a new class of AR systems, called Pervasive Augmented Reality (PAR), with the aim of generating a continuous and multi-purpose experience. This kind of AR applications supplements the concept of AR with that of Context-Awareness. Context-Awareness indicates techniques used to make a computer aware of the surrounding context, for example the places around the user position. The PAR applications, as explained by the authors, must be capable of adaptation to the new context, without the need of using different applications, each for every different use case. The paper [43] proposes a new taxonomy for PAR and analyses the state of the art about AR and Context-Awareness, discussing possible future scenarios.
1.2 Haptic feedback and haptic teleoperation

Haptic feedback for human interaction has been the target of several works. Adams et al. [3] present a study on fundamental stability and performance issues of haptic interaction and examine in depth the concept of virtual coupling network between the real device and a virtual world. The study presents and evaluates methods based on impedance and admittance virtual environment model. In [5] Hannaford et al. introduce a new energy-based method for haptic interface control and study the stability of the interaction under several circumstances, changing contact stiffness and time delay. Bimanual haptic interfaces are presented in [8]. Talvas et al. explore this field reporting the possible applications and point out the major issues. More work is needed, in authors’ opinion, to achieve interesting applications and both hardware and software must be involved in the development of new specifically-designed techniques.

Medical surgery is one of the most involved field for haptic feedback studies. Rosen et al. present an experimental evaluation [6] of a specifically-developed haptic interface and control for surgery. The interface is evaluated against its capacity to operate with several materials and in usability tests. Based on the results, the authors claim that the interface allows the user to feel the contact and the interaction similarly to bare hands case. The work in [11] presents a survey on the use of haptic interfaces for robotic surgery and their impact on the performance of the task. In [10] and [9] surveys on haptic devices evaluation and haptic feedback for medical surgery are presented, respectively. Another survey [12] analyses the human perception of the haptic feedback (called “haptic illusion” by the authors) in order to better understand how to build haptic interface and control software. In [4] Prattichizzo et al. present a subtraction technique for haptic interaction. In their work they eliminate the kinesthetic component of the generic haptic feedback, leaving only the cutaneous component. They show that this alternative approach, for specific tasks (e.g. needle insertion in tissues), performs the same way of the complete haptic feedback and has advantages, e.g. improved robustness against time delay, simpler mechanical interface, and very localized cutaneous-feedback application.
Haptic feedback can also be used to augment standard visuo-audio multimedia contents, as explained in [7]. The authors discuss the possible evolution of the standard codecs for multimedia entertainment in a way to include information for haptic rendering. As pointed out, the main issues are the standardization of information type and format and the mechanical properties of the haptic device.

Haptic feedback is used for several applications of mobile robot teleoperation. The work in [44] uses a PHANToM OMNI haptic interface to teleoperate a mobile robot in indoor unknown environments where the wireless signal of the teleoperation link is not always reliable. The haptic feedback is used to inform the human operator of the level of the wireless signal in order to take the best decision for the success of the mission (e.g. move to a more wireless-covered area or switch to autonomous navigation). The authors report simulation results.

Haptic interfaces have been studied for collision avoidance in teleoperation tasks of aerial vehicles [45, 46, 47, 48, 49, 50, 51, 52, 53]. Lam et al. [45] investigated artificial force fields for the generation of haptic feedback in UAV teleoperation in simulated scenarios. In [50] an approach was presented for target identification and obstacle avoidance in indoor environments. A 3D map of the environment was built using computer vision and a bilateral control system was adopted for haptic teleoperation with force feedback. In [49] an intuitive teleoperation scheme was presented, including force feedback, to safely operate a UAV by an untrained user in a cluttered environment. An obstacle avoidance behavior was designed to autonomously modify the position of the UAV independently of the operator’s commands. Masone et al. [53] proposed a method for semi-autonomous UAV path specification and correction where a human operator modifies the shape of the path of the UAV, while an autonomous algorithm ensures obstacle avoidance and generates force feedback. In [48] a novel haptic control scheme was introduced based on the position of the UAV, measured by an indoor visual tracking sensor and on the measurement of the force exerted by the user of the haptic device. In [54] the authors suggested that the perceptual awareness of a human operator when teleoperating a team of UAVs is best served by a haptic feedback based on UAVs velocity information rather than a cue based on obstacle avoidance.
Haptic teleoperation of unmanned aerial vehicles has been considered in previous works exclusively for collision avoidance or to make the flight process easier.

1.3 Indoor Visuo-Haptic AR

An extension of Visual AR is the Visuo-Haptic AR where the user interface includes a haptic interface, which is a device capable of generating a force feedback for the user. In this case touch is augmented in addition to sight.

Harders et al. [55, 56, 57] propose a high precision system for visuo-haptic augmented reality where the user and the environment are co-located (the user and the haptic interface are inside the AR environment). The system includes a Phantom haptic device and it supports head mounted display with landmark-based registration. The system is successfully evaluated in entertainment applications (table tennis game with basic physics [55]) and in medical training by interaction with a fixed deformable model [56]. The approach is further extended in [57] for manipulation of deformable models using two-points interaction.

Cosco et al. [58] present an approach to eliminate visual obstruction generated by the co-located haptic device and to achieve a consistent composition of the user’s hand and virtual objects using a video see-through head mounted display.

Physical simulation and visual obstruction elimination is proposed in [59] for a Visuo-Haptic medical training simulation. The authors propose a mechanical prototype for palpation training with support of visual and haptic AR. In [60] Sutherland et al. have developed a training simulation for spinal needle procedures, simulating also the ultrasound probe signal used in real procedures. The work in [60], differently from [59] and beyond the specific medical application, does not implement a visual obstruction elimination. Kuroda et al. [61] propose a method to improve the registration of the 3D model of the target organ. This method considers lines corresponding to veins, nerves and bones to adjust the global registration of the patient body, and thus the target organ, w.r.t. the camera. Haptic behaviour and visual AR take advantage of this improved registration. Also, in the medical field the work in [62] describes an applications for tying secure knots and to reduce broken sutures, using a haptic interface.
and visual feedback. Tests with users confirm that the use of haptic feedback enables better results in the fulfillment of the task.

Haptic augmented reality for robot programming by demonstration is investigated without physics-based animation in [63]. Hulin et al. focus on the development of training accelerators to increase the speed of skill acquisition. A marker-less wearable system for visuo-haptic AR with physics-based animation has been developed by Murakami et al. [64]. The system supports a HMD (Head Mounted Display) and it is evaluated on pick and place tasks. However, the work does not focus on programming by demonstration.

In [65] the VisHap system is described. VisHap uses visual tracking to seamlessly integrate force feedback with tactile feedback. A haptic device is controlled to meet the finger at the point of contact with a virtual object. However, the AR environment provides only a limited support for physics-based simulation. Vallino et al. [66] propose an AR system where the user can feel the surface and the weight of an object in a simple environment with an ad hoc support for physical simulation. In [67] a physically-based haptic rendering system is presented for macro and micro applications limited to two dimensional models.

In [68] an application of VHAR in the art field is proposed. In particular, a virtual painting application on virtual objects is shown to discuss improvements to which a HMD can lead compared to half-mirrors. Another application for virtual painting is presented by Bayart et al. [69]. Unlike the previous work, in this case the user virtually paints a real object, through the haptic device coupled with a remote haptic probe. The authors focus attention to maintain multi-modal coherence, between haptic and visual feedback.

An extension of a standard VHAR system is presented by Scheggi et al. [70] introducing a method for simultaneous rendering of object shape and weight using two different haptic devices and a HMD. The authors discuss the simultaneous interaction of the user, through the two haptic devices, with the virtual world.

The work in [71] focuses on AR telerobotics applications for the disposal of explosive ordnances with a bimanual haptic feedback and a HMD. The haptic feedback is used to avoid dangerous collision of the manipulators with the ordnances. A stereo
vision image flow is generated and transmitted to the HMD. The first Visuo-Haptic system presented in this work (Chapter 3) combines several aspects that, individually, are discussed in the previous cited works. In particular, a Visuo-Haptic physics-simulation based AR system has been developed. The system is an affordable solution for desktop AR (since it is not colocated), which is oriented to object manipulation for programming by demonstration with coexisting real and virtual objects. Moreover, it supports marker-less object recognition and registration.

1.4 Outdoor Visual AR

Outdoor Visual AR has evolved in the last few years with the introduction of new technologies for the localization of real elements and their registration w.r.t. the corresponding virtual elements. Several contributions have been proposed for buildings and infrastructure alignment [72, 73, 74, 75]. Schall et al. [72] have developed a mobile AR system intended for professionals and water resources engineers. The handheld system allows an operator to see the 3D model of water pipeline infrastructure, superimposed on real images of the ground. As authors claim, this system should help the operator to localize the infrastructure under the ground, during inspection operations. In [73] Zollmann et al. extend the previous work considering several GIS (Geographic Information System) information, not only water pipeline. Moreover, they improve the manipulation feature and propose a new handheld prototype, with a better localization capability. The same research group proposes a similar mobile AR system to oversee building under construction [74]. In this work the authors face the problem of how to show the progress in building construction. The work presents several techniques for different view situations and methods to switch between two of them. An improvement of the previous work is [75] in which a UAV equipped with a video camera is used to generate an AR environment for construction site monitoring and documentation that supports registration and visualization of 3D building models and information annotation. A similar application is proposed by Sun et al. [76], but the aim of this work is the augmentation of an aerial view of already constructed building, using GIS software. The authors also reports the main problems
related to the generation of an AR scene from aerial views. The registration problem reported is also faced in this thesis work. In [77] another augmented telepresence system was developed for large-scale environments by exploiting an omni-directional camera mounted on an unmanned airship. Iwaneczko et al. [78] presented a heads-up display to be used in UAV ground control stations to improve the UAV manual control performance of the operator. The authors only provide simulation results. In [79] a mixed reality environment was developed where a user can interactively control a UAV and visualize range data, arranged as point clouds, in real-time. Augmented reality involving UAV systems has been investigated mainly by using videos from onboard cameras.

A study on how to generate an AR overview application and improve site understanding is presented in [80]. The authors propose two techniques that allow to observe the surrounding environment, multi-view AR and variable perspective view.

The closest work to the AR outdoor system developed in this thesis is proposed by Zollmann et al. [81] where an augmented reality system was developed using a fixed ground camera. However, the system in [81] is aimed to specify waypoints for the UAV from a touchscreen and to check for potential collisions with the surrounding environment.
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Methodologies in Augmented Reality

This chapter introduces the keypoints of every AR system, independently from the application, and the techniques used in this work to address the main issues that concern AR, as discussed in Chapter 1. The concepts behind these techniques are common to both applications developed later in this thesis.

2.1 AR setup

AR systems, and especially VHAR systems, have typical setup configurations, shown in Figure 2.1. These configurations are divided in two categories:

- non-colocated setup (Figure 2.1a);
- colocated setup (Figure 2.1b).

In a non-colocated setup the workspace (also called world, containing the place and elements with which the user interacts) is separated from the HMI (Human-Machine Interface, or HRI, Human-Robot Interface, depending from the application). Hence,
the user is not part of the workspace. The user with the HMI can be placed in proximity of the workspace, e.g. just a few meters away, or beyond the line of sight, e.g. kilometers away [82, 83]. In both scenarios the user has no direct physical contact with any element of the workspace. Although the user, when he/she is placed near the workspace, has direct line of sight to the workspace a camera is used to generate the visual augmentation of VHAR systems. The result of the visual augmentation is rendered on a screen in front of the user or on a HMD worn by the user. Depending on the context, the setup also needs an actuator, placed inside the workspace. In certain applications the actuator is teleoperated by the user.

The *colocated setup* is generally composed by the same components of the non-colocated setup but the positioning is different. The user and the HMI are placed inside the workspace, i.e. they are part of it. The camera can be external (as in Figure 2.1b) or internal to the workspace, e.g. attached on the HMD worn by the user [55, 56]. Similarly to the non-colocated setup, the visual augmentation is shown on a screen or a HMD. Depending on the scenario, the user can directly interact with the elements of the workspace or use an HMI. Sometimes, in this kind of system an occlusion/obstruction elimination algorithm is implemented [58]. In this way the potential obstructions caused by the HMI and/or the user itself are addressed. As for the non-colocated case, colocated setups can include actuators inside the workspace and they can be teleoperated by the user.

Considering both configurations, if the actuator has no ability to produce a feedback for the HMI, the system will produce an artificial feedback using information based on the image flow captured by the camera, data from other sensors and/or the state of a simulation. Furthermore, methods to estimate the relative position of the camera w.r.t. the workspace and to create a *virtual camera*, simulating the real camera, are needed, as discussed in the next sections.

In this thesis, the configuration adopted for the two case studies is the non-colocated.
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(a) Non-colocated VHAR setup.

(b) Colocated VHAR setup.

Figure 2.1: Typical VHAR setups.
2.2 Calibration and registration

The first and most important issue to be addressed in AR is real-virtual objects registration. For visual AR registration (also called 3D registration) this means that virtual objects must be aligned with respect to the corresponding real objects. Hence, every AR system must execute a procedure that estimates the position and orientation of the real objects with respect to the camera or the inverse transformation (the position and orientation of the camera with respect of each object). Since the estimate is the result of an optimization procedure, e.g. a minimization, it is subject to an error. This is a key point of an AR system because if the alignment error is too high, perception of the augmentation of the real scene will be negatively affected and, moreover, the user could experience confusion and disorientation.

The transformation that defines the relative pose (position + orientation) of the objects and the camera is a homogeneous transformation. In this work, the estimation of the relative pose has been divided in two steps (Figure 2.2):

1. the relative pose $^W_C T$ of the camera with respect to a fixed reference system $W$, called world or workspace;

2. the relative pose $^W_{Ob_i} T$ of each real object with respect to the $W$ reference system.

Hence, the AR system must be able to estimate the transformation of the camera and the set of transformations of the objects, separately.

The $^W_C T$ can be estimated using several methods, as discussed in [84] and [85]. These works presented methods that can be applied in different situations, like artificial and natural markers detection, stereo vision perception etc. Some of these methods, like the natural markers detection and the stereo vision approach, are techniques suited for applications that consider a moving camera because they do not require specific conditions, e.g. the positioning of artificial markers, to estimate the transformations. On the other hand, artificial markers detection has been studied for a long time and it is a robust technique to estimate the camera pose, especially in context with a steady camera. In this thesis, artificial marker detection and pose estimation has been chosen
as technique to perform the 3D registration. This choice is justified by the fact that, in the selected use cases, the camera will be in a steady pose and the use of a fixed marker does not limit the applications themselves. An example of artificial marker is shown in Figure 2.3a. The procedure to estimate the camera pose with respect to the artificial marker is the same of the camera extrinsic parameters calibration (see [86] for details on camera extrinsic parameters). The artificial marker reference system (shown in Figure 2.3b) is considered as coincident with the \( W \) reference system of Figure 2.2. To achieve the estimation of \( W^cT \), intrinsic camera parameters calibration is also needed. In this thesis work, the Camera Calibration Toolbox [87] with the Zhang’s method [86] has been used to calibrate both intrinsic and extrinsic parameters for the indoor VHAR and intrinsic parameters only for the outdoor VHAR. The procedure for the intrinsic parameters is performed acquiring several images of a planar chessboard pattern (Figure 2.3a). Extrinsic parameters estimation requires only one image. For the extrinsic parameters of outdoor VHAR, the Aruco markers [88] [89] have been used (example in Figure 2.4).
Figure 2.3: A chessboard pattern used as artificial marker.

Figure 2.4: Aruco board, composed by 4 Aruco markers. The Aruco library finds each marker and estimates the camera pose using all the found markers. Each marker has a different ID expressed by the white and black pattern.

The AR application also needs to estimate the set of transformations $W_{Ob_i}T$ aligning real and virtual objects. This set of transformations defines the relative pose of each object $Ob_i$ with respect to the world reference system $W$. This estimation is strictly application-dependent. Typically it can be achieved using a 3D reconstruction, in-
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door use cases, or georeferencing the elements, for outdoor use cases. This estimation is subjected, as the estimation of $W^C T$, to errors derived from the measurement process of the sensor involved.

After the estimations of all the previous transformations have been computed, the AR system can estimate the relative pose of each real element $Ob_i$ with respect to the camera as follow:

$$C_{Ob_i}T = C^W T^{-1} W^O T = C^W T W_{Ob_i}T$$

(2.1)

With this information the AR system can render a virtual object registered with respect to the corresponding real object. The final registration error is affected by the errors generated by the estimation process of both $W^C T$ and $W_{Ob_i}T$. These error components can be caused by several reasons, including:

- errors in the 3D model of the real object;
- GPS or other position sensor measurement errors;
- errors from camera calibration;
- errors in the detection of artificial markers.

If the final registration error becomes high, the augmentation of the real scene is affected and a manual registration correction can be used to mitigate the problem. In [90] Sun et al. proposed a mobile AR system for registration of GIS (Geographic Information System). Their work is based on GPS-IMU pose estimation of the human operator and vision-based objects detection and pose estimation. They include the possibility for the operator to input a manual correction for the registration of the 3D models, using a gamepad and a keypad. A similar approach has been considered also for this thesis, as will be described in Chapter 5.

2.3 Virtual camera

AR scene generation needs a virtual camera (a camera in the 3D scene) that simulates the real camera that observes the workspace. Usually the image flow acquired
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by the real camera is rendered as background of the AR scene and observed by the virtual camera, together with virtual elements. In order to generate a consistent AR scene, the parameters of the virtual camera must match the ones of the real camera. Due to the different formation pipelines between computer vision and computer graphics, and the different reference frames, a procedure is required to ensure geometrical consistency between the real camera and the virtual camera. The virtual camera is defined using primitive functions of the OpenGL library.

In particular, the extrinsic parameters of the real camera are used for setting up the ModelView OpenGL matrix, while the intrinsic parameters of the real camera are used to compute in closed form the projection parameters of the virtual OpenGL camera as described below. A model of the real camera is considered with right-hand local (eye) coordinate system (with axis $z$ pointing toward the viewing direction). The camera model is known after the calibration phase (see Section 2.2). The projection of a 3D point in eye-coordinates $(X_e, Y_e, Z_e)$ onto a point $(U_{real}, V_{real})$ in the image plane is given by:

$$\begin{align*}
U_{real} &= f_x \frac{X_e}{Z_e} + u_0 \\
V_{real} &= f_y \frac{Y_e}{Z_e} + v_0
\end{align*} \tag{2.2}$$

where $f_x, f_y$ are the focal lengths of the camera in pixels and $(u_0, v_0)$ are the coordinates of the principal point of the camera (intrinsic parameters estimated by the calibration procedure). In the OpenGL pipeline the 3D coordinates of a vertex may be converted into eye coordinates $(X_e, Y_e, Z_e)$ by applying the ModelView matrix. 3D eye coordinates can be projected to windows coordinates $(U_{vr}, V_{vr})$ with the following transformation:

$$\begin{pmatrix}
U_{vr} \\
V_{vr} \\
1
\end{pmatrix} = \begin{pmatrix}
\frac{w \cot(\frac{\theta}{2})}{2} & 0 & -\frac{w}{2} - x_0 \\
0 & \frac{h \cot(\frac{\theta}{2})}{2} & -\frac{h}{2} - y_0 \\
0 & 0 & -1
\end{pmatrix} \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix} \begin{pmatrix}
X_e \\
Y_e \\
Z_e
\end{pmatrix} \tag{2.3}
$$

where $(w, h)$ are the size of the graphical window, $aspect$ is the aspect ratio $\frac{w}{h}$, $(x_0, y_0)$ are the coordinates in pixels of the lower left corner of the viewport rectangle, and $\theta$ is the field of view angle of the perspective OpenGL frustum. The second transformation matrix in Equation 2.3 takes into account a change in orientation of the
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two axes $(y, z)$ between the 3D reference frame of the real camera with respect to the virtual camera. Indeed, the viewing direction of the virtual camera usually points in the opposite direction of the $z$ axis. Moreover, $V_{vr}$ must be scaled and translated into $V'_{vr} = h - V_{vr}$ since the 2D reference frames of the real camera and the virtual camera on the image planes do not correspond. By combining Equation 2.2 and Equation 2.3 (the equality $U_{real} = U_{vr}$ and $V_{real} = V'_{vr}$ must hold) it follows that:

\[
\begin{align*}
    f_x \frac{X_e}{Z_e} + u_0 &= \frac{\cot(\frac{\theta}{2})}{\text{aspect}} \frac{X_e}{Z_e} + \left(\frac{w}{2} + x_0\right) \\
    f_y \frac{Y_e}{Z_e} + v_0 &= \frac{\cot(\frac{\theta}{2})}{\text{aspect}} \frac{Y_e}{Z_e} + \left(\frac{h}{2} - y_0\right)
\end{align*}
\]

(2.4)

The parameters of the virtual camera, that are needed for setting up the AR scene, can then be derived as follows:

\[
\begin{align*}
    x_0 &= u_0 - \frac{w}{2} \\
    y_0 &= \frac{h}{2} - v_0 \\
    \theta &= 2\cot^{-1}\left(\frac{2f_y}{h}\right) \\
    \text{aspect} &= \frac{\frac{w}{f_x}}{\frac{h}{f_y}}
\end{align*}
\]

(2.5)

In order to assess the accuracy of the calibration algorithm a quantitative evaluation has been performed by measuring the mean error for a large number of 3D vertices ($N = 1000$) across several calibrated images of the indoor scenario of Chapter 3 where objects were manually registered. Projected points with real camera are computed using Equation 2.2. The virtual projection of a 3D vertex on the image plane is computed by invoking the `gluProject` OpenGL function which maps object coordinates to window coordinates. The mean error is computed in subpixel floating-point values as follows (x axis):

\[
e = \frac{1}{N} \sum_{k=1}^{N} |U_{real}(k) - U_{vr}(k)|
\]

(2.6)

Results prove that the calibration phase is very accurate, being the mean errors on both axes around one pixel ($e_x = 1.39, e_y = 1.34$).
Chapter 3

Visuo-Haptic AR for Industrial Robot Programming

This chapter presents a VHAR system in an indoor environment for intuitive programming of industrial manipulators (robot arms). Programming of an industrial manipulator requires specific technical skills about programming languages and robotics often unavailable to operators. Besides, every time a new task must be executed by the manipulator, a new sequence of instructions must be coded and a series of tests performed. This process can be tedious for the operator and, more important, the execution of a new task can constitute a danger for the objects involved and the manipulator itself, or it can not be immediately feasible. Since AR systems can simulate real objects, which may not be immediately available, an AR environment can be used by the human operator to check the task and to test the behaviour of the robotics system. Moreover, the use of an intuitive interface, like a VHAR interface, allows a non-expert operator to instruct the robotic system avoiding the need to explicitly code the sequence of instructions. Furthermore, the same VHAR system can be used as a training system for the operator.

The VHAR system developed in this chapter enables haptic interaction and physics-based simulation (including modelling of friction and gravity). The presence and pose of real objects in the workspace is detected performing a scan of the environment with
a planar laser scanner, mounted on the manipulator. An object recognition and pose estimation (registration) algorithm processes the 3D data extracted from the entire scan. The outputs of the algorithm are the identified objects and their poses. This information is used by the AR system to register the corresponding 3D models with the right pose. The VHAR interface has a desktop configuration and the user is not co-located with the real environment, hence the system is suitable also for interaction with remote physical systems (e.g. for training or remote operations). A three degree of freedom (3DOF) haptic device is adopted for interaction. The haptic device provides a force feedback computed from collision detection and the operator uses it to move a virtual proxy. This virtual proxy is used to push, select and manipulate virtual objects. A control algorithm ensures real-time coupling between the haptic device and the virtual proxy. The VHAR system processes the information regarding the execution of one or more demonstrations of the task, performed by the operator, and generate a task precedence graph of the actions composing the task. This graph of actions is used to perform a first simulation of the task using a virtual manipulator and, if the simulation performs well, to execute the task in the real environment, with the real objects and the real manipulator.

This VHAR interface, presented in [91, 92], extends previous works [93, 94, 95, 96] including automatic registration of 3D model with respect to real objects, AR visual clues, Programming By Demonstration technique for robotic task learning and robot path planning for real task execution.

### 3.1 System architecture

The system architecture is based on a non-colocated VHAR setup (Section 2.1). A representation of the setup is shown in Figure 3.1. In relation to the non-colocated template, Table 3.1 reports the implementation for this specific indoor VHAR application.

A video stream of the workspace is acquired continuously from the fixed monocular RGB camera (30 frames per second, 640 × 480 pixels). The images are continuously rendered as textures in the background of the user screen, generating the visual AR
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Figure 3.1: System architecture including the workspace, the manipulator, the fixed camera and the visuo-haptic user interface.

<table>
<thead>
<tr>
<th>Non-colocated Template</th>
<th>Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workspace</td>
<td>Objects on a table and an industrial manipulator</td>
</tr>
<tr>
<td>HMI</td>
<td>Screen and haptic device (Novint Falcon)</td>
</tr>
<tr>
<td>Camera</td>
<td>Fixed monocular RGB camera</td>
</tr>
<tr>
<td>Actuators</td>
<td>Six degree of freedom industrial manipulator with laser scanner</td>
</tr>
</tbody>
</table>

Table 3.1: Implementation of the non-colocated VHAR setup template for the indoor VHAR application.

scene. The workspace includes a six degree of freedom robot arm (Comau SMART SiX) equipped with a gripper and a planar (2D) laser scanner (SICK LMS 400),
which is mounted in eye-in-hand configuration at the wrist of the manipulator. The laser scanner works at 50 nm (visible red light) and it emits 140 beams on a plane at 190 Hz. The 3D reconstruction of the workspace is generated by registering all the scans performed by the laser scanner while the manipulator is moving along a path, defined by a set of waypoints, that allows the scan of the entire workspace. The accuracy of range measurement is about 1.5 cm. A computer (PC1 in Figure 3.1, Core i7@3.40 GHz, 8 GB RAM), under the ROS (Robot Operating System) framework, is dedicated to laser data processing, including object recognition and pose estimation.

A second computer (PC2 in Figure 3.1, Core 2 Quad CPU@2.67 GHz, 4 GB RAM) runs the VHAR desktop user interface and manages concurrently the graphics rendering generated by the OpenGL library, physics-based processing, video stream acquisition and haptic rendering (1 kHz) of force feedback. The physics-based animation is developed upon the Bullet physics engine, that uses a hybrid impulse and constraint-based solver with a variable time step. The VHAR system, running on PC2, receives information regarding the real objects, processed by PC1, through a LAN network. The table where the objects are located is modeled in the AR environment as a hidden static plane surface. The user interface includes a 3DOF haptic device (Novint Falcon), which has a position resolution of 0.0635 mm and a maximum force feedback capability of about 10 N. The range of motion is about 10 cm. The user interaction feedback is artificially generated by the physics simulation and the industrial manipulator is not directly teleoperated by the user.

3.2 Building VHAR environments

The AR scene generated by this VHAR system supports the insertion of virtual objects either automatically, from robot perception (subject to noise), or through a standard manual registration procedure. The advantage of an automatic procedure is that there is no need for a manual setup of the AR scene. Indeed, automatic object recognition and registration enables a faster deployment of AR applications where the scene is not predetermined. Of course, important aspects that also need to be considered in the development of a VHAR system are the calibration of all the components of the
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system and the development of a proper user interaction paradigm. The steps needed to automatically build the VHAR environment are described in the following subsections.

3.2.1 Calibration

This subsection describes the procedure used for calibrating and registering the AR system, recalling the concepts discussed in Section 2.2 and 2.3. There are four main reference frames (i.e. reference systems): the robot frame \( \{R\} \) located on the base of the manipulator, the workspace or world frame \( \{W\} \) located on the table, the camera frame \( \{C\} \) and the reference frame of the haptic device \( \{H\} \). The laser scanner is calibrated with respect to \( \{R\} \). Hence, range data are available in frame \( \{R\} \) as a point cloud (set of individual points). The camera extrinsic parameters, i.e. the fixed transformation matrix \( W^{-1}T \), are computed by observing the chessboard pattern laying on the table (Figure 3.2).

![Figure 3.2: Chessboard pattern, located on the workspace table, used for calibrating the camera extrinsic parameters and laser line used for calibrating the workspace reference frame \( W \) with respect to robot reference frame \( R \).](image)

The chessboard pattern is aligned to the laser line so that the origin of \( \{W\} \) (at a corner of the chessboard) is located at a known position in \( \{R\} \) and so that the axes of the grid of the chessboard are parallel to the \( X \) and \( Y \) axes of \( \{R\} \). The coordinates of the corner of the chessboard in \( \{R\} \) can be easily identified by turning on the laser line at known coordinates \((R_x, R_y)\). This arrangement allows calibration...
of the transformation matrix $T_{W}^{R}$ of the workspace frame with respect to the robot. The transformation $T_{W}^{D}$ of the haptic device with respect to $\{W\}$ is defined by the composition of a scale and an axis rotation.

Figure 3.3 shows an exemplar AR environment after calibration. The image collected from the camera is reported as well as the AR scene with pure (dynamic) virtual bodies superimposed to the environment. The Figure also shows an image with some of the underlying static real objects represented in the scene (which are not displayed in normal conditions) and the wireframe rendering which is helpful for appreciating the accuracy of calibration.

### 3.2.2 Automatic object recognition and registration

Augmented reality implies the ability to mix virtual and real elements in a single coherent environment. Adaptation to different scenarios requires suitable perception of the physical elements to be represented in the augmented environment. The proposed approach for automatic object recognition and registration is based on data acquired by a laser scanner. 3D range data (point cloud) acquired from the robot laser scanning...
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Algorithm 3.1 Algorithm for object recognition.

**Input:** $O_i$: centered object point cloud cluster;
$M$: point cloud dataset;

**Output:** the closest element $M_{target} \in M$;
$T_{ICP}$: alignment transformation;

1: $\text{FPFH}_{O_i} \leftarrow \text{Compute}_\text{FPFH}\_\text{descriptors}(O_i)$;
2: for $M_j \in M$ do
3: $\text{FPFH}_{M_j} \leftarrow \text{Compute}_\text{FPFH}\_\text{descriptors}(M_j)$;
4: $T \leftarrow \text{SAC}\_\text{IA}(O_i, \text{FPFH}_{O_i}, M_j, \text{FPFH}_{M_j})$;
5: $f = \text{fitness}(TM_j, O_i)$;
6: if $f \leq f_{\text{min}}$ then
7: $T_{IA} \leftarrow T$;
8: $M_{target} \leftarrow M_j$;
9: $f_{\text{min}} \leftarrow f$;
10: end if
11: end for
12: $T_{ICP} \leftarrow \text{ICP}(T_{IA}, O_i, M_{target})$;

phase are processed to extract a point cloud subset (cluster) for each real object lying on the table of the workspace. Cluster extraction is performed by applying a flood fill algorithm after outliers removal and plane removal [97]. For each point cloud cluster $O_i$ recognition is achieved by finding the most similar element $M_{target}$ from a dataset $M$ of complete point cloud models, i.e. the one that best aligns with the observed point cloud cluster. The point cloud dataset was generated by scanning each object alone in the workspace. The dataset also contains the triangulated mesh of each object.

Two algorithm has been developed to recognize the objects. The first, shown in Algorithm 3.1, is based on the computation and alignment of FPFH$_{O_i}$ point cloud descriptors (Fast Point Feature Histogram [98]) of all the points of the observed point cloud $O_i$ (centered on its centroid). Given a point $p$ of a point cloud and its $k$ nearest
neighbours $FPFH(p)$ is defined as

$$FPFH(p) = SPFH(p) + \frac{1}{k} \sum_{i=1}^{k} \frac{1}{\omega_k} \cdot SPFH(p_k)$$

(3.1)

where $\omega_k$ is a weight factor, and $SPFH$ is the Simplified Point Feature Histogram [98] which is a local descriptor that encodes information about estimated surface normals of the $k$-neighborhood of a point. Then, for each model in the dataset $M_j$ the algorithm computes $FPFH_{M_j}$ and it executes a sample consensus non-linear optimizer (SAC_IA, Line 4) between $FPFH_{O_i}$ and $FPFH_{M_j}$ on a set of triplets of corresponding points with similar features. The result of each optimization process is a transformation matrix $T$ that best aligns the model in the dataset to the point cloud cluster. The closest element $M_{\text{target}}$ in $M$ to the observed point cloud $O_i$ is the one that minimizes a fitness function, that is computed as a sum of squared distances of closest points from $M_{\text{target}}$, transformed by $T$, to the observed point cloud (Lines 5-10). The transformation matrix of the best matching model $T_{\text{IA}}$ is further refined (to obtain the alignment transformation $T_{\text{ICP}}$) by applying the iterative closest point (ICP) algorithm (Line 12).

The second algorithm, presented in [99] uses the Particle Swarm Optimization (PSO) technique [100] to minimize the fitness function 3.2.

$$F(O_i, M_j') = \frac{1}{N_{O_i}} \sum_{p \in O_i} \min_{q \in M_j'} \left( \text{dist}(p, q) \right)$$

(3.2)

The PSO is a bio-inspired optimization technique, based on the behaviour of swarms and flocks. The main advantages are the robustness against noise and occlusions and the ability to work with not differentiable problems. Despite this technique is an heuristic method, hence there are no warranties that the best solution found by the algorithm is optimal, PSO can be successfully used to perform object recognition and registration [101]. This technique can be applied to problems with arbitrary dimension. In our case the problem dimension is 6, since each point cloud that must be recognized and registered has 3 DOF of translation and 3 DOF of rotation. The PSO algorithm instantiates a parametrized number of entities called particles. Each
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particle is a 6-dimension point that represents a transformation $T$ (translation + rotation). This transformation is applied to a reference cloud $M_j \in M$ for fitness function evaluation.

The fitness function 3.2 compares the point cloud $O_i$ to be recognized (composed of $N_{O_i}$ points), with the reference cloud $M_j$ extracted from a database, composed of $N_{M_j}$ points. This reference is subjected to a transformation $T$ encoded by a PSO particle, to obtain $M'_j = T(M_j)$. The fitness for a pair $<M_j, T>$ is the average of the minimum distance of each point $p$ of $O_i$ to the closest point $q$ of the roto-translated reference $M'_j$.

The $\text{dist}()$ function is a valid distance metric between points. In this case we selected the squared euclidean distance. Each point cloud is expressed in a local reference frame centered around its centroid. A model can do a full rotation around each axis while the range of translation is limited to 10 cm in each direction, which is enough to satisfy the constraints of the scenario we are considering. The evaluation of the fitness function is the solution for the pair $<M_j, T>$. The PSO updates each particle’s position based on the temporary best general solution, temporary best local solution and the velocity of the particles. A termination criterion, based on time, iterations or fitness value must be set in order to stop the minimization process. When the optimization is finished, the pair $<M_{\text{target}}, T_{PSO}>$ associated to the best general solution is returned together with the fitness value. This result indicates which model $M_j$ is recognized as $O_i$, how to register the model with the target, and how well they match.

The PSO implementation used in this work [102] has been developed using the Nvidia CUDA framework. CUDA allows parallelization of the PSO algorithm on a GPU in two different ways (Figure 3.4). Indeed, the update of the position of all particles is executed in parallel, as well as the application of the associated transform to $M_j$. The total number of GPU threads created by CUDA is equal to $K \times M$ (Figure 3.4). $K$ is the number of particles, $M$ is the number of blocks of points of the reference cloud $M_j$ transformed and evaluated simultaneously. The distance between each transformed point and each point of the target cloud is calculated in parallel for all the particles. A serial reduce function evaluate the best solution (the particle that produces the minimum average distance).

When an observed object is recognized the corresponding mesh model in the
Figure 3.4: Parallelization of fitness function evaluation using the CUDA framework.

Figure 3.5: Objects from the dataset used in the experiments.

dataset is inserted (registered) in the augmented reality environment using the alignment transformation matrix ($T_{ICP}$ or $T_{PSO}$, for FPFH or PSO algorithms respectively) translated to the centroid of the object (with graphics rendering for visible objects or without graphics rendering for invisible objects). Insertion of new objects by the user in the AR environment after the laser scanning phase requires a re-scanning of the environment. Figure 3.5 shows some of the objects from the dataset used in the
The time required for recognizing an object depends on the size of the point clouds and on the size of the dataset. For point clouds containing 6K points the recognition time is about 20 seconds for the FPFH algorithm and 45 seconds for the PSO algorithm (PC1 in Figure 3.1) with about ten objects in the dataset. The recognition performance of the two algorithms was evaluated executing 50 independent tests for each of the 10 models in the dataset. In each test a model is used as the target cloud and compared to all the others under normal conditions, simulating noise and occlusion. In Figure 3.6 the results of the tests are shown. As illustrated in the figure, the FPFH algorithm achieves high recognition rate in normal condition (clean) and with a small amount of occlusion (20%). The FPFH recognition rate drops in presence of noise and with higher occlusion. Instead, the PSO algorithm is able to better maintain a constant recognition rate across all the test scenarios, in particular with noise and high occlusion.

We also compared the registration error of both algorithm. The graphs in Figure 3.7 are obtained running 100 tests for each level of noise. Increasing the noise FPFH obtains less sparse results than PSO but the FPFH errors tend to be greater than the PSO errors. Moreover, given the iterative nature of the Particle Swarm Optimization
Figure 3.7: Results of the registration comparison tests (FPFH vs PSO). 6 noise levels are applied, from 0 m of noise (light circles) to 0.01 m of noise (dark red). We can notice that the PSO is more scattered than FPFH but in average it achieves better results.

Technique, the PSO can obtain even better results if higher termination criterion are set (longer optimization time, lower fitness value, ecc.).

Triangulated mesh models occasionally contain irregularities due to noisy observations. Such irregularities could affect the stability of a physically-simulated dynamic body in the AR environment. For example, a registered body that should stand still on top of the table could fall down due to excessive noise at its bottom part. Thus, to avoid stability issues in the physics-based simulation the triangulated mesh models in the dataset may require to be manually repaired using a CAD software. Of course, ideal CAD models of real objects, if available, can be used in the dataset. Figure 3.8 shows examples of point cloud models and the corresponding mesh models saved in the dataset. Figure 3.9 shows a successful alignment of three observed objects with their corresponding point cloud models in the dataset. Accuracy of the object registration procedure is illustrated in Figure 3.10, which reports the distribu-
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Figure 3.8: Examples of point cloud (left column) and mesh models (right column) in the dataset.

Figure 3.9: Example of point cloud alignment. Observed point cloud clusters (green) and aligned point cloud models from the dataset (red).

tion of alignment error in manually annotated images. The average error is 4.7 pixels, which agrees with the accuracy of the laser scanner since images have a $640 \times 480$ resolution and the visible workspace is about $1.8m \times 1.8m$. 
3.2.3 Occlusion handling

Occlusion handling in the AR environment between static (hidden) virtual bodies, corresponding to real objects, and dynamic virtual bodies is achieved taking advantage from the graphics rendering pipeline. The method adopted in this work is suitable for a monocular camera system. Since the position of static virtual bodies is known either from manual registration or automatic object recognition, static physical bodies corresponding to real objects are rendered only in the OpenGL depth buffer and filtered out from the color buffer. This is a fast approach that allows depth values to be rendered directly into the Z-buffer of the graphics hardware. Figure 3.11 shows an example scene where occlusion is handled properly. In the example a virtual red box is occluded by a real object (brown cylinder). The occlusion handling algorithm

![Figure 3.11: Example of a virtual object (red box) being occluded by a real object (brown cylinder). The image also shows the virtual proxy.](image-url)
is also continuously applied to the virtual proxy. Indeed, the virtual proxy correctly disappears once it goes behind one of the objects populating the environment.

### 3.2.4 Haptic interaction paradigm

As previously explained, the system supports different types of virtual bodies that coexist in AR. Indeed, the 3D model of each recognized real object, that is registered in the AR environment, can either be rendered as a dynamic virtual body or hidden as a static virtual body. Static virtual bodies are hidden as they correspond to static real objects. Additional static bodies can be manually added to the environment. Dynamic bodies without a real counterpart in the workspace can also be instantiated in the AR environment when performing a task.

Haptic interaction within the AR environment is achieved using a virtual proxy paradigm (Figure 3.11). A small sphere with uniform mass density serves as a proxy for the haptic device. The virtual proxy can be moved in the AR environment and it can physically interact with both static and dynamic bodies. Objects can be pushed by the spherical proxy, selected or deselected (i.e. attached to or detached from the virtual proxy), translated and rotated.

Selection is performed by pressing a button on the haptic device when the virtual proxy is in close proximity to a dynamic object (deselection is performed by pressing the same button). A selected dynamic object can be translated or rotated. As mentioned in Section 3.1, our setup includes a 3 DOF haptic device (rather than a full 6 DOF device). Hence translation and rotation are managed in two separate modes of operation (triggered by pressing a button on the device). Translation of the virtual proxy in free space and translation of a selected dynamic virtual object are performed by the human operator by moving the haptic device. Linear spring-dampers produce a translational central force $F$ that enables the virtual proxy or the selected object to follow the motion of the haptic tool and to convey force feedback to the user (in the opposite direction). Force $F$ is given by the following expression:

$$F = k_T d - b_T v$$  \hspace{1cm} (3.3)

where $d$ and $v$ are the relative position and translational velocity of the virtual proxy.
(or the selected virtual object) with respect to the tool of the haptic device, while $k_T$ and $b_T$ are the translational spring and damping constants. Force feedback on the haptic device is generated as force $-F$ when collision between the virtual proxy (or the selected virtual object) and another object in the environment is detected.

Rotation of a selected virtual object is performed using a semi-physics approach. The cubic workspace of the haptic device is divided into a uniform grid of $3 \times 3 \times 3$ cells and the measured position $(H_x, H_y, H_z)$ of the haptic device is used to set the angular velocity $(\omega_x, \omega_y, \omega_z)$ of the object about the local reference frame. For example, to rotate the object about its vertical axis the $\omega_z$ component is set as:

$$\omega_z = \begin{cases} 
-\omega & \text{if } H_x < -x_c, \\
0 & \text{if } -x_c \leq H_x \leq x_c, \\
+\omega & \text{if } H_x > x_c 
\end{cases}$$

(3.4)

where $\omega$ and $x_c$ are constant values. The angular velocity about the other axes is defined analogously. A more advanced physics-based method that treats separately translation and rotation modes was presented in [103]. Such method, however, is not applicable to the Novint Falcon device due to the limited range of motion and performance of the device.

### 3.3 Robot programming by demonstration in augmented reality

The haptic user interface described in Section 3.2.4 allows the user to perform basic manipulation actions, such as a sequence of pick and place operations of objects, and it was conceived for programming manipulation tasks by demonstration. Programming by Demonstration (PbD) [104, 105] is a technique that makes programming a robot easier and faster for the user by letting the system learn how to perform a task from human observations. The system is able to recognize elementary actions as they occur by detecting the change of state of the objects and the change of their relative pose. The elementary actions include moving an object A “next to”, “on top of” or “inside” another object B. In particular, the system determines that an action has
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completed when a manipulated object, after being detached from the virtual proxy, comes to rest. The type of action is determined by computing the relative position of the manipulated object (which has come to rest) with respect to the closest objects in the environment and their contact state. The relative position of two objects is determined by computing the relative position of the centers of the corresponding bounding boxes.

The PbD approach developed in this work uses task precedence graphs for learning manipulation tasks from multiple user demonstrations in the VHAR environment. A task precedence graph (TPG) [104] is a directed, acyclic graph $G = \{V, E\}$ where $V$ is the finite set of elementary actions $V = \{t_1, t_2, \ldots, t_n\}$ and $E \subseteq V \times V$ is a set of arcs. Each arc $(t_a, t_b)$ of $E$ defines a precedence relations stating that action $t_a$ must be completed before the execution of action $t_b$ can start. Each elementary action has a number of pre- and post-conditions describing the state of the environment at the beginning and at the end of each action. A single user demonstration, that defines a way to solve a task, is a sequence of fixed length of elementary actions $D_1 = \{t_1, t_2, \ldots, t_n\}$ with $t_i \in V$. A TPG can be learned incrementally from a sequence of $m$ demonstrations of the same task. After the first demonstration $D_1 = \{t_1, t_2, \ldots, t_n\}$ the set of constraints $E_1 = E^{D_1} = \{(t_i, t_j)| i < j\}$ is initialized with all the precedence relations in $D_1$. For each additional demonstration $D_k$, showing alternative ways to perform the same task (by permuting the elementary actions), the TPG is updated to refine the set of valid precedence relations ($E_{k+1} = E_{k} \cap E^{D_{k+1}}$). Namely, the updated TPG is computed by the intersection of the past knowledge about the task with the precedence relations introduced by the latest demonstration. A sequence of elementary actions of length $n$ is compliant with a precedence graph $G = \{V, E\}$ if every pair $(t_k, t_l)$ with $k < l$ satisfies the task constraints defined by $E$. Hence, the cardinality of the set of precedence relations decreases as multiple demonstrations are provided, since new demonstrations have the effect of removing previous constraints by showing alternative possible solutions for the task.
3.4 Experimental evaluation

This section presents the experimental results of the user interaction with the interface and the ability of the system to execute a manipulation task in the real environment. Relevant results of the previous works are briefly reported, for further details see [93, 94, 95, 96].

3.4.1 Object manipulation

A user study was conducted to assess the performance of the visuo-haptic system for object manipulation. The task, shown in Figure 3.12, consists of two consecutive pick and place operations. Two objects (a thin yellow box and a green bunny) must be picked up, lifted, and placed inside a drop box after passing under an arc-shaped object (which requires the yellow box to be rotated before passing under the arc). A total of 11 participants were recruited among students of the University of Parma and signed a consent form. After a training session each subject performed two trials of the manipulation task, in random order, with and without force feedback. The task completion time was measured in each trial. All the subjects were able to complete the tasks. Results confirm that the use of force feedback reduces the task completion time as a One-way ANOVA shows that there is a significant effect of force feedback ($p < 0.02$). The average completion time was 32.6 ± 8.7 seconds with force feedback and 46.4 ± 14.9 seconds without force feedback. Moreover, a subjective evaluation of the visuo-haptic interface scored 8.4 on a Likert scale of 1 – 10 (where 1 is not satisfactory and 10 is highly satisfactory). In this task force feedback is mainly
helpful while inserting the objects in the box as it provides a perception cue that assists the subject. This experiment served also to get users acquainted with the system before asking them to perform the robot PbD experiments described hereafter.

3.4.2 Evaluation of robot programming by demonstration tasks

This subsection investigates the usability of the VHAR environment to programming robotics task through PbD technique. The three PbD experiments reported next were performed by exploiting automatic object registration as described in Subsection 3.2.2. All subjects that participated in the experiments were able to complete the tasks after a short training session.

A first PbD experiment, shown in Figure 3.13 and 3.14, is conceived as a prototype that resembles a pallet arrangement. There are four relevant actions: picking the box or the container and placing them on the pallet (actions $A_1$ and $A_2$); picking the cylinder object or the cup and putting them inside the container ($A_3$ and $A_4$). The pallet 3D model is registered as a hidden static object, the box and the container are not real and they are instantiated by pressing a button on the haptic interface when needed. The user provides two demonstrations of the task. In the first demonstration $D_1$ the user performs the sequence of actions $A_1A_2A_3A_4$, while in the second demonstration $D_2$
the sequence is $A_2 A_4 A_3 A_1$. The second demonstration is performed with a different initial configuration of the objects, thus requiring the environment to be re-scanned using the range sensor after the first demonstration. The system learns that precedence relations $(A_2, A_3)$ and $(A_2, A_4)$ hold, i.e. the two objects must be put in the container after placing the container on the pallet.

A second PbD experiment, shown in Figure 3.15, shows a kitchen task of laying a table. There are four relevant actions: picking the dinner dish and placing it on the table below the glass ($A_1$); picking the soup dish and placing it on top of the dinner
dish ($A_2$); picking the knife and the fork and placing them on the table right of, and left of the dinner dish ($A_3$ and $A_4$). The glass 3D model is registered as a hidden static object, the fork and the knife are instantiated as virtual objects in the AR scene. The user provides two demonstrations of the task. In the first demonstration $D_1$ the user performs the sequence of actions $A_1A_2A_3A_4$, while in the second demonstration $D_2$ the sequence is $A_1A_4A_3A_2$. The second demonstration is performed with a different initial configuration of the scene. The system learns that precedence relations $(A_1,A_2)$, $(A_1,A_3)$ and $(A_1,A_4)$ hold, i.e. the soup dish, the fork and the knife can be placed in any order but only after the dinner dish has been placed.

A final complete PbD experiment is presented where the task is to build a small bridge. After user demonstration in the AR environment and task learning, the system scans again the environment using the laser scanner and the manipulator successfully executes the learned task as explained next. The user provides two demonstrations of the task (Figure 3.16). There are three relevant actions: picking a wooden block and placing it on the table right of a cup ($A_1$); picking a wooden cylinder and placing it

![Figure 3.16: Experiment 3: building a bridge. Top row: first demonstration D1; bottom row: second demonstration D2. Each demonstration is a sequence of three elementary actions. Object colors are not relevant to the task.](image-url)
on the table left of the cup \(A_2\); picking a long plastic block and placing it on top of both the small block and the cylinder \(A_3\). All objects are recognized and registered as dynamic bodies from laser scanning. Pick and place action \(A_3\) is more challenging for the users than the previous ones due to the reduced size of the supporting objects of the bridge. In the first demonstration \(D_1\) the user performs the sequence of actions \(A_2A_1A_3\), while in the second demonstration \(D_2\) the sequence is \(A_1A_2A_3\). The second demonstration is performed with a different initial configuration of the scene. The system learns that precedence relations \((A_1,A_3), (A_2,A_3)\) hold, i.e. in order to build the bridge the two wooden objects (bridge piers) should be placed in any order on the table before the long block (bridge deck).

Once the task has been learnt, a simulation to plan the the trajectories for the manipulator is run. Figure 3.17 shows the planned robot manipulation task starting from a different initial configuration of the objects. The robot manipulation planner has been developed upon the OpenRAVE engine as described in [97]. Motion planning ensures collision avoidance and it takes less than 4 seconds for the whole task, which is far less than the time required for laser scanning and object recognition. Figure 3.18 shows the successful execution of the planned manipulation task by the real robot.

![Figure 3.17: Experiment 3: planned robot motion of learned task.](image)

### 3.5 Discussion

Results reported in Subsection 3.4.1 have confirmed that force feedback improves task completion time and performance for experiments involving interaction and manipulation of objects in AR scene. Moreover, they suggest that force feedback is
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Figure 3.18: Experiment 3: robot execution of learned task after user demonstration and laser scanning. Initial configuration is shown in the top-left image, final configuration is displayed in the bottom-right image. A video of the experiment can be downloaded at www.ce.unipr.it/~Emicconi/MMSJ2014.wmv.

considered an important feature that improves the feeling of immersion in the AR environment. The performance of the two automatic object recognition and registration algorithms, FPFH and PSO, has been estimated quantitatively (Subsection 3.2.2). Moreover, the comparison between the two algorithms indicates that the FPFH has good results in normal conditions and with small occlusion, executing the recognition and registration process in 20 s. The FPFH fails with noise and larger occlusion. The PSO obtains better results in those conditions where the FPFH fails, both in recognition and registration. The main disadvantage of PSO is the higher execution time to obtain a comparable result to FPFH, 45 s. The results of both algorithms, in normal conditions or with small occlusion, confirm that the accuracy is adequate enough to allow the user to perform manipulation tasks. Of course, object registration may suffer due to strong occlusions in case of cluttered scenes with many objects. Furthermore, this is one of the first VHAR system including physics simulation and PbD technique for a real robot scenario. Although the presented experiments are rather
simple, compared to the complexity of robot tasks in industrial applications, results reported in Subsection 3.4.2 indicate that desktop-based VHAR is a viable solution for providing user input to a robot working cell.
Chapter 4

Haptic AR for Aerial
Environmental Monitoring

In this chapter an outdoor Haptic AR interface for a radioactivity detector-equipped Unmanned Aerial Vehicle (UAV) teleoperation is presented. This HAR interface is only a part of the complete outdoor VHAR system. The presentation of the entire VHAR interface is deferred to Chapter 5, where more emphasis is given to the visual part. The development of such an interface is motivated by the fact that there is an increase in demand for outdoor environmental monitoring and surveillance applications related, for example, to nuclear inspection [106]. Also, there is a rapid expansion of decommissioning activities. Hence, there are many opportunities in the development of UAV-based inspection systems and, in particular, in the design of advanced user interfaces, for skilled personnel, enabling rapid sensor data gathering.

The proposed haptic-based teleoperation approach relies on the use of an UAV equipped with a custom CdZnTe-based X-ray detector (radioactivity detector) providing radiation information and a wireless communication infrastructure. Potential applications are the localization and identification of radioactive materials in industrial plants (such as steel mills), construction, recycling factories and landfills. The discovery of illicit radiological materials clearly generates a reduction of the environmental impact of dangerous substances and an increased safety for operators, as well as an
increased security for citizens. The use of an UAV equipped with a detector has the advantage of not exposing a human operator to the radioactive materials.

UAV teleoperation with a human in the loop allows an expert operator to focus on candidate areas of the environment, thereby remote guidance overcomes the problem of limited duration of each flight afforded by onboard batteries. However, teleoperation of aerial vehicles at a distance in direct sight is complex due to the lack of Situation Awareness (SA) of the operator. Hence, it is crucial to augment the information available to the pilot by exploiting the UAV onboard sensors. In the proposed AR approach, force feedback is used as an additional sensory channel to reduce operator’s perceptual load in localizing the hazardous materials. In particular, an AR user interface has been developed integrating two haptic control modes, both based on impedance control. Both control modes provide an attractive force feedback around the location of the most intense detected radiation source, augmenting the information returned to the user by the visual feedback. The purpose of the attractive force feedback is to keep the UAV close to the radiation source once a target is found.

The approach for haptic teleoperation supported by the AR system, presented in [107, 108, 109], is novel compared to previous studies where haptic teleoperation of UAVs has mainly been investigated for collision avoidance (Section 4.1.1).

In this chapter and Chapter 5 we investigate the potential of VHAR in the context of a highly relevant fielded robotic application. Results show potential benefits of a multimodal AR feedback to the user that can be expected to hold in other applications as well. In particular, in this chapter we focus on the haptic augmentation.

4.1 Architectures for aerial environmental monitoring

4.1.1 Related works on UAVs for environmental monitoring

Before illustrating the proposed system, we briefly report prior work on UAVs deployed for environmental monitoring task. UAVs have already been used for environmental monitoring and radioactivity detection in a few situations. As discussed in [110] small multi-rotor unmanned aerial systems have the advantage of flying at reduced speed, with greater maneuverability, and they can obtain high spatial resolu-
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Several works investigated the use of UAVs for radiation detection [111, 112, 106, 113, 114, 115, 116, 110, 117, 118]. However, none of these works have explored the use of haptic teleoperation for radiation detection. Indeed, standard teleoperation interfaces (RC) were adopted or preprogrammed flight missions were used for autonomous UAVs. Boudergui et al. [111] reported preliminary experiments of nuclear and radiological risk characterization using a teleoperated quad-rotor equipped with a CdZnTe sensor and a gamma camera. However, the system was conceived for security applications in indoor environments. In [112, 113] two systems were presented for radiation detection using fixed wing UAVs flying at high altitude and high speed. Neumann et al. [114] investigated a remotely controlled UAV, in field tests, for measuring hazardous gaseous substance sources. In [115] a remote sensing system for radiation detection and aerial imaging was developed using an autonomous helicopter. Experiments were reported in a simulated environment. In [116] multiple UAVs contour mapping of nuclear radiation was simulated with formation flight control. Martin et al. [117] developed an unmanned aerial system, carrying a gamma radiation mapping unit, for the radiological characterization of uranium mines. Sanada et al. [118] presented an unmanned helicopter for aerial radiation monitoring experimented around the Fukushima Dai-ichi nuclear power plant. The radioactive cesium deposition on the ground was successfully measured. Radiation mapping has, of course, been carried out by autonomous mobile robots, for example in [106], where a gradient-based Bayesian method was proposed which used a prior knowledge of the radiation distribution on the ground.

4.1.2 HAR teleoperation architecture

This subsection describes the system architecture of the Haptic AR teleoperation approach developed in this chapter, shown in Figure 4.1. The operator of the haptic device, which is connected to a ground station, interacts with the UAV by sending motion commands on the $xy$ plane while receiving a 2D force feedback, i.e. the UAV flies at a constant height. A second human operator, using a standard remote controller, is responsible for take off, landing, setting the altitude set point and he/she can take full control of the UAV, at any time, as required by the Italian regulation for
UAVs. Both operators receive a direct visual feedback of the UAV.

The main functions of the ground station are the following: processing motion commands provided by the operator of the haptic device and sending them to the UAV, receiving sensor data from the UAV, computing force feedback and sending force signals to the haptic device. Information received by the ground station includes UAV telemetry data (position, speed, height, battery charge, etc.), sent through the UAV radio link, and sensor data from the onboard X-ray detector (number of photon counts for each energy band in a fixed time frame), sent through a wireless link.

The system architecture is based on a non-colocated VHAR setup (Section 2.1) but the visual component is ignored in this chapter (see Chapter 5 for the description of the complete system). A representation of the setup is shown in Figure 4.2. In relation to the non-colocated template, Table 4.1 reports the implementation for this specific outdoor HAR application. The world (or workspace) reference system $W$ is the main frame. The $W$ frame represents the position and orientation of the UAV before the takeoff. The haptic reference system $H$ is placed behind the $W$ frame, in a way that allows the operator to see the UAV and the exploration area. The movement commands sent by the haptic interface to the UAV are expressed assuming that the relative position and orientation of the $W$ and $H$ frames are as shown in Figure 4.3.
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Before the takeoff, the UAV frame $U$ is coincident to the $W$ frame. During the flight the $U$ frame is moving, indicating the pose of the UAV. The relative pose of $U$ with respect to $W$ is estimated using the position and orientation information calculated by the UAV autopilot. The estimation is based on an Extend Kalman Filter (EKF) that fuses the data acquired by GPS, IMU and barometer. The relative transformation $^{W}_{U}T$ is expressed in the cartesian reference system. To translate the EKF position (also

<table>
<thead>
<tr>
<th>Non-collocated Template</th>
<th>Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workspace</td>
<td>Outdoor area with possible radioactive materials</td>
</tr>
<tr>
<td>HMI</td>
<td>Screen and haptic device (Novint Falcon)</td>
</tr>
<tr>
<td>Camera</td>
<td>-</td>
</tr>
<tr>
<td>Actuators</td>
<td>UAV equipped with X-ray detector</td>
</tr>
</tbody>
</table>

Table 4.1: Implementation of the non-colocated VHAR setup template for the outdoor HAR application.
called GPS position or GPS coordinates), expressed in WGS84 coordinates (i.e. latitude and longitude), to cartesian coordinates we apply a formula that calculates the metric distance between two WGS84 points and we consider the $W$ frame position as starting point. All the other WGS84 positions of the UAV during the flight are referred to that point.

### 4.2 UAV platform

#### 4.2.1 Aerial vehicle

The UAV equipped with the CdZnTe X-ray detector is shown in Figures 4.4 and 4.5. The aerial vehicle is the Tiger Shark multicopter (octocopter in coaxial configuration) produced by VirtualRobotix Italia (www.virtualrobotix.it), with payload up to 4 Kg and maximum flight time of about 10 – 15 minutes in the complete operational configuration including the onboard electronics and radiation detector. The UAV sends telemetry data in real-time to the ground station and sensor data measured by the X-Ray detector in near real-time. Detailed technical features of the UAV are as follows: the UAV is built on a light frame with a mixed Carbon and Alu struc-
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ture; the size of the frame is within 550 mm without propellers. The UAV is equipped with MEMS accelerometer, gyro, magnetometer and GPS sensors. The VRBrain autopilot system is used (based on the Arducopter firmware, adapted by VirtualRobotix Italia), which comprises a 168 MHz ARM CortexM4F microcontroller with DSP and floating-point hardware acceleration (8 RC Input standard PPM, 8 RC Output at 490 Hz). The autopilot system supports multiple flying modes like loiter, return to home and guided mode. An integrated high speed data flash memory is used for data logging.

![UAV equipped with CdZnTe X-ray detector](image)

Figure 4.4: UAV equipped with CdZnTe X-ray detector (mounted at the bottom).

The CdZnTe X-ray detector detector is enclosed in a box and mounted on a two-axes brushless gimbal unit with an anti-vibration system. The gimbal unit is automatically controlled by a micro-controller with stabilization software based on IMU sensor and it can also be manually operated, if necessary, by the second operator using the remote controller input. The size of the gimbal unit is about 200 \times 150 \times 160 mm. An embedded PC based on the Intel Galileo platform reads sensor data from the X-Ray detector and sends the data stream to the ground station through a 5 GHz WiFi connection. Intel Galileo is an x86 platform (i586) with a single core @ 400 MHz and 256 MB RAM. Sensor data from the CdZnTe detector is written on the serial port of the Intel Galileo. The dedicated wireless data connection link avoids
Figure 4.5: UAV equipped with CdZnTe X-ray detector in a flying test in a real environment.

bandwidth contention on the UAV RF channel and does not affect the UAV autopilot system, which runs on a real-time operating system. Two external antennas are connected to the embedded platform allowing a WiFi communication range up to 170 m. The embedded system is powered by an external Li-Ion 10 Ah, 5 V battery pack that ensures long-lasting use (about 9 hours).

4.2.2 CdZnTe X-ray detector

The purpose of the X-ray detector is the detection of nuclear sources on the ground in a wide energy range to reveal most dangerous contaminants that may be dispersed in the environment. The detector, designed and developed for this work, is lightweight (about 0.3 Kg) and it has low power consumption. The measurable energy range is from 10 KeV to 1.3 MeV (up to Co 60). Radioactivity data measured by the detector is represented as a histogram of 2800 energy bands. Each energy band contains the number of counts detected in a time frame \( \Delta t = 2s \). The count rate \( C \) for each energy
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band $i$ varies according to the inverse square law

$$C \propto \frac{1}{l^2}$$

(4.1)

where $l$ is the distance to the nuclear source. Radioactivity data are transmitted to the ground station through the WiFi link. The time required to send a single spectrum to the ground station with all 2800 energy bands (including sensor reading and transmission) is 2.2 s (0.45 Hz). The sensor features a high energy resolution (> 10 counts/sec for a Co 57 source of 1 mSv/year at 2 meters from the detector) in a large field of view. Since the highest the energy of the photon to be revealed the largest the thickness of the detector that must be used, a 6 millimeter thick CdZnTe (Cadmium Zinc Telluride) detector (single carrier) has been exploited. The choice of a single carrier device was due to the fact that hole transport properties are not good enough to ensure optimal charge drift over several millimeters. Such detector can be obtained by using a particular contact geometry known as "coplanar grid". The area of the detector is $20 \times 20$ mm.

As one of the most interesting applications of the proposed system is the detection of nuclear sources that can damage operators and workers in industrial or material stocking plants, the detector was designed to measure nuclear sources whose average effective dose is 1 mSv/year at 1 m distance. Indeed, 1 mSv/year is the dose limit set by the law for workers. Table 4.2 reports the typical number of counts per second measured by a $20 \times 20 \times 6$ mm detector at 2 m distance from some nuclear sources. Reported values show that by using the proposed detector on the UAV at about 2 meters from the ground it is possible to measure a number of counts per second that is enough for localizing nuclear sources that are relevant for workers safety.

An automatic procedure is performed at the beginning of each flight for background radiation removal assuming that the UAV take off location is far away from all the nuclear sources of the environment. Indeed, once the UAV is airborne and hovering at the desired height a set of radiation measurements is taken for some time frames $\Delta t_j$, $j = 1 \ldots K$, then the intensity of the background radiation is set as $I_b = \max_{\Delta t_j} \sum C_b[i]$, i.e. the largest measured value of the sum of the counts over all energy bands $i = 1 \ldots 2800$. Then, when the UAV is flying during the teleoperated
Table 4.2: Measured radioactivity from different nuclear sources by a $20 \times 20 \times 6$ millimeter detector at 2 meter distance.

<table>
<thead>
<tr>
<th>Nuclear source</th>
<th>dose (mSv/year)</th>
<th>source activity (Bq)</th>
<th>counts/sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>Americium 241</td>
<td>1</td>
<td>$1.6E8$</td>
<td>1270</td>
</tr>
<tr>
<td>Cobalt 57</td>
<td>1</td>
<td>$5.4E7$</td>
<td>411</td>
</tr>
<tr>
<td>Cesium 137</td>
<td>1</td>
<td>$8.2E6$</td>
<td>159</td>
</tr>
</tbody>
</table>

mission the current radiation intensity $I$ in a time frame, which is used to update the position on the ground with the highest radiation that in turn is needed to generate force feedback (as explained in Section 4.3), is computed as the difference between the current measured value $\sum C_m[i]$ and the background radiation acquired at the beginning of the mission, i.e.

$$I = \begin{cases} 
\sum C_m[i] - I_b & \text{if } (\sum C_m[i] - I_b) > \Gamma, \\
0 & \text{otherwise},
\end{cases}$$

where $\Gamma$ is a small threshold.

### 4.3 Haptic teleoperation scheme

In aerial monitoring for detection of environmental hazards safety is a major issue which is often dictated by strict national regulations. Hence, we propose a teleoperation system including two operators: a main operator in charge of guiding the vehicle by means of the haptic device during the hazard search and localization phase, and a secondary operator overseeing the flight mission with a standard remote controller. Also, in the proposed system to optimize sensor performance the UAV maintains its current altitude and it flies at constant speed. The second human operator is responsible for take off, landing, and setting the altitude set point of the UAV. Moreover, the second operator can override at any time haptic commands thereby taking full control of the UAV. Both operators have direct visual feedback of the UAV and are also supported by a GUI returning the UAV position overlaid on a map and the measured
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radiation value. Technically, the two roles could be fulfilled by a single operator by exploiting the three degrees of freedom of the haptic device but at the cost of additional operator’s overload and increased safety risk. The haptic device adopted is the same of Chapter 3, the Novint Falcon.

Assuming a planar environment, the detector will measure a maximum intensity when it is on the vertical of the radiating target. The main operator controls the UAV position in the $x, y$ plane. The GPS coordinates of the UAV will be assumed as the coordinates of the radiating part at the ground.

Two impedance control modes (Figure 4.6) have been developed where the operator sends motion commands (via the haptic device tool point) and receives force feedback limited to the $xy$ plane. In particular, the ground station processes the motion commands provided by the operator of the haptic device and sends them to the UAV, receives sensor data from the UAV, computes the force feedback and actuates the force signals to the haptic device.

Since inspection tasks require constant flight speed, in both control modes there is

![Diagram](image-url)
no direct mapping from the haptic device to the speed of the UAV, which is set to 0.5 m/s. Moreover, the two control modes have been designed to map the limited workspace of the haptic device to an arbitrarily large UAV workspace.

In the first control mode ($M_{\text{heading}}$) position information read by the haptic interface (namely, the $x,y$ coordinates of the tool point) is used to compute the horizontal heading direction of the UAV. In particular, the current displacement $\vec{p} = (p_x, p_y, p_z)$ of the tool point of the haptic device with respect to its center is converted to a waypoint $\vec{w}_h = (x, y, z)$ for the UAV in world coordinates as follows

$$\vec{w}_h = \eta \frac{\vec{p}}{\|\vec{p}\|} \begin{bmatrix} 0 & 0 & -1 \\ 1 & 0 & 0 \\ 0 & -1 & 0 \end{bmatrix} \begin{bmatrix} \alpha & 0 & 0 \\ 0 & \alpha & 0 \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} p_x \\ p_y \\ p_z \end{bmatrix} + \begin{bmatrix} u_x \\ u_y \\ u_z \end{bmatrix}$$

(Equation 4.3)

$$\eta = \begin{cases} 0 & \text{if } \|\vec{p}\| < D \\ 1 & \text{otherwise} \end{cases}$$

(Equation 4.4)

where $\vec{u} = (u_x, u_y, u_z)$ is the current position of the UAV, $\alpha$ is a constant and $\begin{bmatrix} w_h & \text{T} \end{bmatrix}$ is the rotation matrix from the haptic coordinate system $H$ to the world reference frame $W$. The world reference frame corresponds to the UAV pose at take off. A flat earth model is assumed for the conversion between cartesian and GPS coordinates. The UAV flies in guided mode following the current waypoint with yaw heading pointing towards the waypoint itself. Each waypoint $\vec{w}_h$ is not meant to be reached by the UAV as it is continuously updated and placed at a long distance from the current UAV position ($\alpha \gg 0$), thus resulting in a position-heading approach. In Equation 4.3 the altitude of the generated waypoint ($z$ coordinate) does not depend on the displacement of the tool point of the haptic device $p_z$. Indeed, as explained above the UAV altitude set point $u_z$ is provided by the second operator via the standard remote controller. If the tool point of the haptic device is within a fixed range $D$ from the center of the haptic reference frame the waypoint is not updated ($\eta = 0$ in Equation 4.4) and the UAV hovers.
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The second control mode is a hybrid approach that allows the operator to switch between the position-heading technique ($M_{\text{heading}}$), discussed above, and a position-position technique ($M_{\text{position}}$). Mode switching is achieved by pressing one of the buttons of the haptic device. The position-position technique, inspired by the approach proposed in [49], enables a direct mapping between the haptic device to the UAV position around a fixed center of operation. In particular, in this second control mode a waypoint $\mathbf{w}_p = (x, y, z)$ for the UAV in world coordinates is computed, for both control modes, as follows

$$\mathbf{w}_p = \begin{cases} \frac{n}{\|\mathbf{p}\|} \mathbf{p}^T \begin{bmatrix} \delta & 0 & 0 \\ 0 & \delta & 0 \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} p_x \\ p_y \\ p_z \end{bmatrix} & \text{if } M_{\text{position}}, \\ \mathbf{w}_h \end{cases}$$

where $\mathbf{w}_h = (u_0x, u_0y, u_0z)$ is the center of operation, defined as the position of the UAV when $M_{\text{position}}$ is activated, and $\delta \ll \alpha$ is a constant. The idea is that the position-heading control technique can be used for long transition motions, e.g. when the UAV has to be moved to explore different regions of the environment, while the position-position technique is helpful when the UAV explores an area in close proximity of a nuclear source.

For both control modes a force feedback $\mathbf{f}$ is provided to the operator, acting as a basin of attraction, to let the UAV fly close to the region where the radiation is maximal. Indeed, as the remotely operated UAV travels away from the location of the most intense perceived radiation the haptic device exerts a force in the horizontal direction towards the center of the haptic workspace. The force feedback is computed as

$$\mathbf{f} = \frac{\zeta}{\|\mathbf{r} - \mathbf{u}\|} \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & -1 \\ -1 & 0 & 0 \end{bmatrix} \begin{bmatrix} \beta & 0 & 0 \\ 0 & \beta & 0 \\ 0 & 0 & \beta \end{bmatrix} \begin{bmatrix} r_x - u_x \\ r_y - u_y \\ r_z - u_z \end{bmatrix}$$\n
$$\beta = \frac{f_{\text{max}}}{L^2} d^2(\mathbf{r}, \mathbf{u})_{xy}$$

where $\mathbf{u} = (u_0x, u_0y, u_0z)$ is the center of operation, defined as the position of the UAV when $M_{\text{position}}$ is activated, and $\delta \ll \alpha$ is a constant. The idea is that the position-heading control technique can be used for long transition motions, e.g. when the UAV has to be moved to explore different regions of the environment, while the position-position technique is helpful when the UAV explores an area in close proximity of a nuclear source.
\[
\zeta = \begin{cases} 
0 & \text{if } d(\vec{r}, \vec{u})_\text{xy} > L \\
1 & \text{otherwise}
\end{cases} 
\] (4.8)

where \( \vec{r} = (r_x, r_y, r_z) \) is the estimated position of maximum radiation discovered so far by the UAV, which is updated over time. Radiation intensity \( I \) at each position of the UAV in time frame \( \Delta t \) from Equation 4.2. If the latest measured radiation intensity is greater than the maximum radiation found so far, the latest radiation intensity is set as the current maximum radiation. The force feedback has a quadratic profile (Equation 4.7) where \( d(\vec{r}, \vec{u})_\text{xy} \) is the distance between the projection of the UAV on the ground and \( \vec{r} \); \( f_{\text{max}} \) is the maximum exerted force, and \( L \) is the radius of the basin of attraction. No force feedback is provided outside the basin of attraction (\( \zeta = 0 \) in Equation 4.8).

The provided force does not overpower the user who can also guide the UAV outside the basin of attraction if he/she desires. Moreover, the user can reset force feedback to zero by pressing a button on the tool point of the haptic device. This feature can be useful when there are multiple concentrated radiation sources to be explored.

### 4.3.1 Software architecture

The software architecture, illustrated in Fig. 4.7, consists of three main modules: the first software module consists of a set of processing nodes based on the ROS (Robot Operating System) middleware, the second module is the QGroundControl (QGC) application and the third module is the software running on the UAV. Both the ROS module and QGroundControl run on the ground station computer. The software running on the UAV includes the Arducopter firmware of the VRBrain board and the software on the embedded system for acquisition and transmission of radioactivity data from the CdZnTe detector. The telemetry channel between the VRBrain board and the ground station uses the MAVLink protocol. The embedded system runs a Debian Wheezy operating system. QGroundControl works as a proxy for the ROS module by receiving telemetry data from the UAV and forwarding them to the MAVLink communication node. Moreover, QGroundControl transmits the GPS waypoint to
the UAV. The MAVLink communication node is in charge of converting MAVLink telemetry to ROS messages. The Master node subscribes to ROS topics to receive telemetry data, user inputs commands and radioactivity data. The Master node generates the waypoint for the UAV and updates the position of the maximum measured radiation. The waypoint is converted from Cartesian world coordinates into GPS coordinates by using the current GPS position of the UAV and its orientation at take-off. The generated waypoint message received by the "ROS to QGC" node, is then forwarded to QGroundControl and, subsequently, to the UAV. The Haptic driver node publishes the actual position of the tool point of the haptic device and applies force feedback to the haptic device. The Haptic joypad node computes the desired UAV direction in Cartesian coordinates, which is published on a topic subscribed by the Master node, and it also computes force feedback for the Haptic driver, based on the position of the current maximum radioactivity. The radioactivity spectrum from
the detector is sent to the Sensor manager node on the ground station using custom MAVLink messages over a dedicated Wi-Fi UDP connection. The Master node continuously updates the value and the position of maximum radiation found so far during the mission. If the latest measured radiation intensity is greater than the maximum radiation found so far, the latest radiation intensity is set as the current maximum radiation. The position of the maximum radiation source and the current position of the UAV are published as ROS topics and are used by the Haptic joypad node to determine whether or not a force feedback must be provided to the user. Finally, a Logger node was developed to record data of the mission including the UAV telemetry, the radioactivity spectrum and the applied force feedback.

4.4 Experiments

4.4.1 Preliminary evaluation

Initial evaluation of the CdZnTe detector was carried out in an indoor laboratory setup by measuring the number of counts at each energy band for a light Cobalt-57 source that was located very close to the detector (UAV turned on but not flying). The measured radiation spectrum is shown in Figure 4.8 (top). Test flights of the teleoperation system were then performed with the CdZnTe detector mounted on the UAV in an open field without radiation sources as shown in Fig. 4.9. The radiation spectrum of the background radiation signal measured in the open field is reported in Figure 4.8 (bottom). It can be notice that the sensor exhibits a peak at low radiation which is due electrical noise. Hence, in the experiments reported in Subsection 4.4.3 the energy bands below 50 KeV were ignored.

4.4.2 Experiments with simulated radiation sources

This subsection illustrates experiments that have been performed to assess the haptic teleoperation interface in detection of nuclear sources in partially simulated environments. A small UAV, which does not carry the X-ray detector, was teleoperated in a real environment with simulated radiation sources on the ground. Flights were
Figure 4.8: Number of counts measured in laboratory for a light Cobalt-57 source (top histogram), and in the test flight shown in Figure 4.9 (bottom histogram) in time frame $\Delta t = 2s$; the low-energy peak is due to noise. The right tail of the histogram is truncated after 276 KeV.

performed in an open grass field by an expert operator. Positions of the simulated radiation sources were unknown to the operator and were only used to compute the simulated sensor readings. The small UAV flew using the same haptic teleoperation and software architecture described in Section 4.3.1. Figure 4.10 shows images of the ground station and the QGroundControl program.

In particular, experiments have been performed with up to two simulated radiation sources on the ground: Am241 (Americium) and Cs137 (Cesium). Basin of force feedback attraction was $L = 9$ m with $f_{max} = 9$ N. Flight time was about 6 minutes.
Figure 4.9: Teleoperation experiment in an open grass field. The sensor equipped UAV measures background radiation.

Figure 4.10: Ground station with haptic device (left) and QGroundControl program (right).

The UAV maintained a steady height from the ground at about 3 meters. Figure 4.11 shows a picture of the experiments. Figure 4.12 shows two example states of the exploration and the radiation counts given by the simulated sensor. The simulated measurement of the total detected radioactivity (sum of the contributions of the two nuclear sources) is quite similar to the radiation of the closest nuclear source to the UAV.

The complete flight path of one of the experiments is reported in Figure 4.13, highlighting the regions where a radiation was measured by the simulated sensor and the estimated location of maximum radiation. Figure 4.14 reports the plot of force
feedback returned to the user in the experiment (Equation 4.7) as well as the distance $d(\vec{r}, \vec{u})_{xy}$ between the projection of the UAV on the ground and the location of maximum radiation. Figure 4.14 also reports the radiation intensity $I$. It can be noticed that force feedback intensity increases and decreases as $d(\vec{r}, \vec{u})_{xy}$ increases and decreases. Force feedback drops to zero when the operator presses the reset button and when the UAV flies outside the basin of attraction.

The usefulness of force feedback was evaluated in 10 experiments that were repeated with force feedback disabled. When force feedback was disabled the expert operator could only feel the presence of a radioactive source by looking to a plot of
Counts
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Figure 4.12: Two states of the experiment with the small UAV. UAV flying close to the Am241 source (left column) and UAV flying close to the Cs137 source (right column). Top row shows the current UAV location, the actual location of the two radiation sources (unknown to the operator), the traveled path of the UAV (green line) and the current estimated location of maximum radiation (red dot). Bottom row shows the ground-truth spectrum of each simulated source, the number of detected counts for each source and the total detected radioactivity (sum of the measured radiation due to both sources). It can be noticed that in both states the total detected radioactivity (black line) is quite similar to the radiation of the closest radioactivity source to the UAV. In the second state, after exploring the Am241 source, the user reset force feedback and the estimated location of maximum radiation by pressing a button on the haptic device.

the detected spectrum displayed on the screen of the ground station (Figure 4.15). The operator always had direct sight of the UAV during the experiments; however, when force feedback was disabled the operator had to switch his attention to the screen of the computer, as shown in Figure 4.16 (right). Each exploration experiment
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Figure 4.13: Flight path of one of the experiments with the small UAV including the regions where a radiation was measured by the simulated sensor (green circles with different size and shading) and the estimated location of maximum radiation (apex of yellow triangle).

of a simulated radioactive source ended when the operator believed that the current position of maximum radiation was close enough to the radiation source. Table 4.3 summarizes the results including the average time taken to detect a radioactive source, the detection accuracy (measured as the difference between the position of maximum radiation at the end of the experiment and the actual one using GPS coordinates) and the fraction of time $t_s/T$ spent looking at the screen of the computer (where $t_s$ is the time spent looking at the screen and $T$ is the total time of exploration). Both the average exploration time and the average detection error were slightly lower (i.e., better) for haptic teleoperation, although the difference was not found to be statistically significant. A noticeable result is that in case of absence of force feedback
the operator had to spend about 22.8% of the time looking at the screen, whereas with the haptic feedback turned on he/she never had to check the auxiliary visualization devices and rather remained steadily focused on the flying UAV. This result shows that the use of force feedback is helpful in reducing operator mental workload. Mental workload indicates the amount of mental effort an operator provides to accomplish a task. A high level of mental workload is normally associated to a high
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4.4.1 Experiments

Figure 4.15: Radioactivity spectrum displayed on the screen of the ground station in teleoperation experiments with pure visual feedback.

Figure 4.16: An image taken during haptic teleoperation with force feedback enabled (left) and an image taken when force feedback was disabled with pure visual feedback of radioactivity data displayed on the screen of the ground station (right).

level of effort, concentration and/or possibly frustration. Hence, in conclusion the use of force feedback causes a lower mental workload level that helps to minimize the risk of dangerous conditions like collisions or crashes.

4.4.3 Experiments in real environments

The haptic teleoperation system has been finally validated in an outdoor environment with a real nuclear source under the supervision of the regional environmental
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Experiments have been performed with an intense nuclear source (Iridium 192) located outdoor in a service area of an industrial plant located in Gos-solengo, Piacenza, Italy. The nuclear source was put into a vertical lead pipe placed on the ground to prevent lateral radiation emission (Figure 4.5). The operator was kept at a safety distance of about 30 m from the nuclear source. The UAV maintained a height from the ground ranging from 1.5 to 3 meters.

A first experiment has been performed in position-heading control mode with prior knowledge of the location of the nuclear source, that was placed in direct sight of the operator. Figure 4.17 shows two images of the experiment, the first at the beginning of the experiment once the UAV is airborne, the second at the end, as well as the corresponding total accumulated spectra. Figure 4.18 shows the to-

Figure 4.17: Detection of Iridium 192 in real environment (operator has direct sight of the nuclear source): image at the beginning of the experiment (top left) and at the end of the exploration task (top right). Total radiation spectrum (obtained by summing up all measurements) at the beginning of the experiment (bottom left) and at the end of the exploration task (bottom right).
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tal flight path of the UAV and the radioactivity data. Flight time of the experiment

![Image of flight path and radiation measurement](image_url)

*Figure 4.18: Detection of Iridium 192 in real environment (operator has direct sight of the nuclear source): flight path, regions where a radiation was measured by the CdZnTe detector (green circles with different size and shading) and the estimated location of maximum radiation (apex of yellow triangle).*

was about 7 minutes. In this experiment the error between the actual position of the nuclear source and the location of the maximum measured radiation intensity was about 2.5 m (estimated using GPS coordinates). A video of the mission is available at [www.ce.unipr.it/~micconi/experimentIridium192.wmv](http://www.ce.unipr.it/~micconi/experimentIridium192.wmv).

A second set of experiments with the same real source has been carried out. In these experiments the operator view is partially covered by a cloth and he/she is not able to see the ground, i.e. he/she can not see where the radioactivity source has been placed (Figure 4.19 top). The operator can only see the UAV for safety reasons. The position of the source has been changed for each experiment. These tests aim to
Figure 4.19: Detection of Iridium 192 in real environment using the position-position teleoperation mode. Experimental setup (top), where the UAV is highlighted by the red circle. Image taken from the onboard camera (bottom) when the operator affirmed that the current position of maximum measured radiation was close enough to the real nuclear radiation source (located at the center of the target within the lead container). The cloth in front of the operator prevented him from seeing the location of the nuclear source on the ground. In this set of experiments the gimbal unit was not used to get a clearer view of the ground from the onboard camera. The low speed of the UAV ensured that the X-ray detector remained parallel to the ground during the mission.

compare the two control modes, position-heading mode and position-position mode. A video camera is installed on the UAV pointing to the ground to record each flight.
The recorded videos are used offline to measure the error between the estimated position of the source, while the operator is holding the UAV above that specific position, with respect to its actual location. To be able to detect significant differences in spatial accuracy between the two modes, i.e. with more resolution with respect to the GPS, a target with concentric circles (0.5 m radius step size) has been placed on the ground below the source (Figure 4.19 bottom).

On average using the position-position teleoperation mode the operator was able to detect the location of the nuclear source with a position error less than 1.5 m, while using the position-heading teleoperation mode the position error was about 2.5 m (as the previous test). The distance between the take-off position of the UAV and the location of the source was, on average, 20 m. The average flight time was 5 minutes.

One last test has been performed in a real application context. The mission has been conducted in a garbage dump, as shown in Figure 4.20. The goal of the test was the detection of radioactive materials not known a priori using the developed haptic teleoperation interface. No radioactivity source has been discovered and the result has been confirmed by an external examination.

4.5 Discussion

In this chapter we discuss a Haptic AR interface for the teleoperation of a X-ray detector equipped UAV. This interface is the haptic component of the complete outdoor VHAR interface presented in Chapter 5. The HAR interface allow a human operator to perform a radioactivity scan of an area with an high level of safety, without the risk to be exposed to hazards. A novel haptic rendering algorithm, based on two control modes, has been developed and evaluated in simulated and real scenarios.

The haptic teleoperation approach generates an attractive force feedback around the location of the most intense detected radiation enabling the discovery of radiation sources. Although several works have been proposed on the haptic teleoperation of ground and aerial vehicle, the majority use the haptic feedback to avoid collisions. This is one of the first attempts of use the haptic feedback to attract the vehicle to-
Figure 4.20: Test in a real application context: haptic teleoperation of X-ray detector equipped UAV in a garbage dump.

The assessment of the tests indicates that the temporal and spatial performance improvement of the haptic teleoperation is not statistically significant with respect to the visual feedback only teleoperation. However, the haptic teleoperation obtains more constant results with respect to visual feedback only teleoperation. Moreover, the haptic teleoperation has the advantage of reducing the mental workload of the operator, allowing him/her to focus entirely on the flight of the UAV, without the need to look at the radioactivity data on a screen. This feature also increases the safety of the flight. Hence, the HAR interface is able to increase the SA level of the operator, communicating the radioactivity data to him/her with less mental workload.

The comparison of the two control modes highlights that the position-position mode enable the operator to better identify the radiation source position, decreasing the spatial error from 2.5 m to 1.5 m.

The HAR interface has been also tested in a real application scenario, a garbage
dump, without discover any radioactive materials and the result has been confirmed by an external certified analysis.
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Visuo-Haptic AR for Aerial Environmental Monitoring

This chapter completes the description of the outdoor VHAR interface whose haptic part has been introduced in Chapter 4. In particular, emphasis is given to the Visual part of the interface, since the Haptic component has been discussed in the previous chapter. The VHAR interface aims to improve the Situation Awareness (SA) of the human operator during the UAV flight. In Chapter 4 we showed that the haptic augmentation helps the operator to stay focused on the flight and the exploration of an area while looking for radioactive materials. In a generic UAV mission, the human operator must focus on the task but he/she is also required to verify sensor data acquisition, be aware of the state of the UAV, and check for potential obstacles or dangerous conditions related to the flight. However, maintaining a high level of SA is challenging since the task imposes a high mental workload for the human operator. In this chapter we show how expanding the interface with an additional augmentation channel, in this case a visual feedback, can provide additional assistance to the operator and improve SA. The overall VHAR user interface shows the potential of Visuo-Haptic augmentation in outdoor applications.

In the proposed system, visual feedback from a fixed camera on the ground, that observes the environment where the UAV is flying, is displayed on a computer screen
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and is augmented with both 2D and 3D graphical overlays. Three types of graphical overlays are rendered in real-time. First, a 3D histogram of the measured radiation intensity is displayed on top of the video stream to let the operator see the most recent measured intensity values as well as the location of the maximum radiation found during the mission. Second, a 2D virtual cursor is displayed around the UAV that is computed from a vision-based tracking algorithm. Visual-tracking not only facilitates the operator in detecting the UAV on the image when the UAV is flying at large distances, but also improves the estimation of the UAV 3D pose and, therefore, the localization of the radioactive materials, compared to the accuracy that would result by using the UAV onboard sensors alone. Third, other elements such as buildings in close proximity to the UAV are retrieved from a geographic information system (GIS), registered using a semi-automatic approach, and highlighted on the screen. Simple bounding boxes of the building are also used to generate geo-fences for the UAV, i.e. a virtual perimeter for collision avoidance. In addition to the visual feedback, the haptic feedback is generated as an attractive force around the location of the most intense detected radiation source as described in Chapter 4.

The proposed VHAR interface has been evaluated in a real environment with the same radioactivity source of Chapter 4. In the real experiments the UAV was clearly visible to the operator for safety reasons, although the developed VHAR interface allows the UAV to be teleoperated by looking to the computer screen without a direct sight to the UAV. Usability experiments, performed in a simulated environment, are also reported. The purpose of these tests was to assess the ability of the interface to reduce the mental workload and to increase the SA level.

5.1 System architecture

The system setup is an extension of the non-colocated setup of Chapter 4. As shown in Figure 5.1 and in Table 5.1, the VHAR interface includes the same components of the HAR interface plus a fixed monocular RGB camera on the ground. The camera is needed to add the Visual component of the VHAR interface. The reference system $C$ of the camera is also added. Furthermore, the image flow acquired by the camera is
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Figure 5.1: Outdoor VHAR interface setup including the workspace, the UAV, the camera, and the haptic user interface.

<table>
<thead>
<tr>
<th>Non-colocated Template</th>
<th>Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workspace</td>
<td>Outdoor area with possible radioactive materials</td>
</tr>
<tr>
<td>HMI</td>
<td>Screen and haptic device (Novint Falcon)</td>
</tr>
<tr>
<td>Camera</td>
<td>Fixed monocular RGB camera</td>
</tr>
<tr>
<td>Actuators</td>
<td>UAV equipped with X-ray detector</td>
</tr>
</tbody>
</table>

Table 5.1: Implementation of the non-colocated VHAR setup template for the outdoor VHAR application.

processed using a custom computer vision algorithm, described in Section 5.2. The algorithm, implemented as a ROS node, is responsible for the detection of the UAV in the images and publication of the position information to the other ROS nodes. In contrast to the HAR interface of Chapter 4, using the VHAR interface the operator must look at a screen (as shown in Figure 5.1). The advantage of the VHAR interface over the HAR interface is the ability to show the environment surrounding the UAV
and augmenting it, showing other important information related to the flight and the mission, while the operator is focused on the teleoperation of the vehicle supported by force feedback.

5.1.1 Calibration

In this subsection we illustrate, in relation to Section 2.2, how the VHAR interface is calibrated and how its components are mutually registered one to another. The intrinsic parameters of the camera are calibrated as reported in Section 2.2. The extrinsic parameters calibration is performed, for each mission, using an Aruco marker (Figure 2.4) placed with a known relative pose \( W^M T \) with respect to the world (or workspace) reference system \( W \) (Figure 5.2). The estimation of the extrinsic parameters is coincident to the estimation of the transformation \( C^M T \). The marker is not visible in Figure 5.1 because it is lowered before the UAV takeoff. If the takeoff position does not change from one mission to another, there is no need to repeat the extrinsic parameters calibration procedure.

The current 3D position \( C^p_{ekf} \) of the UAV in the camera reference frame \( C \) is given by \( C^p_{ekf} = C^M W^M T \cdot W^p_{ekf} \), where \( W^p_{ekf} \) is the current 3D position of the UAV in the world reference frame \( W \) (located at the base of the takeoff platform) provided by the autopilot EKF. The EKF fuses data from the GPS sensor, IMU and barometric altimeter and, therefore, its output is strongly affected by the position error of the GPS receiver.

![Figure 5.2](image.png)
The spatial knowledge established by the two matrices $C M T$ and $M W T$ allows computation of the UAV 3D position with respect to the camera, and therefore with respect to the images, and generation of the Visual AR environment.

## 5.2 Vision-based UAV detection

In order to help the operator to visually track the UAV while it is flying and to better register the histogram bars representing the measured radioactivity intensity, a vision-based UAV detection algorithm has been developed. The proposed approach, illustrated in Algorithm 5.1, exploits motion segmentation and SVM-classification using SURF local descriptors. The algorithm was developed on the OpenCV library.

Main input data are the intrinsic camera parameters, the current image $I$ from the camera, the UAV position estimated by the EKF in camera coordinates $C p_{ekf}$, the projection of the UAV position on $I$ at previous frame $p_{ekf}^{-1}$, a search window $SW$ (defined by a center pixel and a size) and the last UAV predicted state $p_{v}^{-1}$ on $I$. The output is the current estimated position of the UAV in camera coordinates $C p_{v}$. The estimated position of the UAV using visual detection is more accurate than the one provided by the autopilot EKF and, therefore, it also improves georeferencing of the radioactivity sources.

After projecting $C p_{ekf}$ on the image plane (Line 1) the foreground images $F(I)$, representing moving objects, is computed (Line 2) using the MOG2 background subtraction algorithm [119]. A dilation is then applied to $F(I)$ (Line 3). An efficient search of the UAV is then performed in a sub-window $SW$ of the dilated image $F(I)$, centered at $p_{ekf}$ (Lines 4-16). In particular, blobs are extracted from the sub-window and then, the AxisAligned Bounding Box (AABB) $Box_i$ of each blob is computed.

Afterwards, each box is evaluated by a binary Bag-of-Words SVM classifier, trained to detect the UAV on the image, using SURF features (Lines 9-16). The box with the highest positive score $BestBox$, if any, is selected as the candidate AABB that contains the UAV (this case is named $SURF$). The 3D position of the UAV in camera coordinates $C p_{v}$ is estimated by back projection of the center pixel of $BestBox$ using the $z$ component of $C p_{ekf}$ (Line 18). The current state $r'$ of the UAV on $I$ is also
updated using the *BestBox* center (Line 19). Finally, the size of *SW* is updated to the size of *BestBox* enlarged by a constant value (Line 20).

If a valid box is not found by the SVM classifier, the *Box*\textsubscript{i} having the largest intersection with the search window and whose distance to the predicted position $\tilde{p}$ of the UAV does not exceed the threshold value $Th$ (Lines 22-30) is selected (this case is named *Closest Box*). Then, the box center is used to compute the 3D position of the UAV in camera coordinates (Line 32) as above. Prediction (Line 22) is computed using an alpha-beta filter. The size of *SW* is also incremented by a small value (Line 34). If a valid box is still not found, prediction $\tilde{p}$ is used to compute the 3D position of the UAV in camera coordinates (Line 36) and $p$ is updated using the difference vector between the last two measured positions provided by the EKF (Line 37) (this case is named *Prediction*). Since the last case is valid for short-term prediction only, after a fixed time frame the 3D position of the UAV is directly set as $c_p$. 
Algorithm 5.1 Vision-based UAV detection.

Input: Intrinsics camera parameters

$I$: Image at $t$
$C_p_{ekf}^t$: 3D UAV position at $t$ from EKF in camera frame
$p_{ekf}^{t-1}$: UAV position from EKF at $t - 1$ on $I$
$SW$: search window (center, size)
$Th$: displacement threshold between consecutive frames
$p_{t-1}^{ekf}$: last UAV predicted state on $I$

Output: $C_p_{tv}^t$: estimated UAV position

1: $p_{ekf}^t ← C_p_{tv}^t$ projection on $I$
2: $F(I) ←$ Compute foreground image
3: $F(I) ← F(I)$ dilation
4: $SW ←$ updateCenter($SW, p_{ekf}^t$)
5: $C ←$ Extract blobs in $SW(F(I))$
6: for $C_i ∈ C$
7:   $Box_i ←$ Extract AABB of $C_i$
8: end for
9: $Score_{max} ← 0$
10: for all $Box_i$
11:   $Score_i ←$ Classify $Box_i$ with SVM
12:   if $Score_i ≥ Score_{max}$ then
13:     $BestBox ← Box_i$
14:     $Score_{max} ← Score_i$
15:   end if
16: end for
17: if $Score_{max} > 0$ then
18:   $C_p_{tv}^t ←$ Backproject($Box_i, C_p_{tv}^t, z$)
19:   $p^t ←$ center($BestBox$)
20:   $SW ←$ updateSize($SW, size(BestBox)$)
21: else
22:   $p^t ←$ predict($p_{tv}^{t-1}$) predicted position on $I$
23: end if
24: for all $Box_i$
25:   $Box_i ← Box_i ∩ SW$
26:   if $Area_i ≥ Area_{max} ∧ ||center(Box_i) − p^t|| ≤ Th$ then
27:     $BestBox ← Box_i$
28:     $Area_{max} ← Area_i$
29: end if
30: end for
31: if $Area_{max} > 0$ then
32:   $C_p_{tv}^t ←$ Backproject($Box_i, C_p_{tv}^t, z$)
33:   $p^t ←$ center($BestBox$)
34:   $SW ←$ incrementSize($SW$)
35: else
36:   $C_p_{tv}^t ←$ Backproject($p^t, C_p_{tv}^t, z$)
37:   $p^t ← p_{tv}^{t-1} + p_{ekf}^t − p_{ekf}^{t-1}$
38:   $SW ←$ incrementSize($SW$)
39: end if
40: end if
5.3 Visual feedback displayed in augmented reality

An augmented reality environment is generated and displayed on a computer screen to provide a real-time visual feedback to the operator during the mission. 2D and 3D graphical overlays, called *widgets*, are rendered using the OpenGL library on top of the video stream acquired by the video camera. Geometric registration of the virtual camera is performed thanks to the calibration parameters obtained as described in Section 5.2. An example of the augmented reality scene is shown in Figure 5.3.

![Figure 5.3: Augmented reality scene example with graphical overlays highlighted by blue boxes (for better visibility).](image)

Widget 1 is a virtual cursor displayed as a ring around the UAV, that is computed thanks to the vision-based UAV detection algorithm. The virtual cursor tracks the UAV and, therefore, it helps the operator to quickly identify its current position. A
vertical line is also displayed to show the current projection of the UAV on the ground. The ring is displayed on a gray scale according to the distance of the UAV to the camera. This information is also displayed by a 2D cursor moving on a vertical bar (widget 2, top left) that acts as a distance-color map. The maximum distance (white color) in the experiments was set to 50 m.

Widget 3 is a colored 3D histogram that represents the distribution of the georeferenced radiation intensity $\Gamma$ on the ground. The histogram shows the bin of the maximum detected radiation intensity during the mission and the closest $k = 25$ bins to the current UAV position. The higher the bin, the higher the radiation intensity inside a cell of the grid. The highest bin has a fixed height and all other bins are scaled in real-time. The grid has a $1 \text{ m} \times 1 \text{ m}$ cell size. The color of each bin also changes according to the radiation intensity value, ranging from green (low radiation intensity) to red (high radiation intensity). The current UAV heading and the magnetic north are displayed on a virtual compass (widget 4).

Geographical features in close proximity to the UAV workspace are retrieved from a query to the Open Street Map (OSM) database (http://www.openstreetmap.org), registered in the augmented reality scene, and highlighted on the screen (widget 5) when the UAV flies close to them. Each building is displayed by computing an oriented bounding box from a 2D polyline provided by the geographical data. Buildings are also used to generate geo-fences for the UAV, i.e. a virtual perimeter for collision avoidance. Automatic registration only provides a coarse alignment of the geographical elements due to calibration errors and imprecisions in the OSM data. Hence, registration is manually refined during the calibration phase. More advanced approaches for automatic registration of buildings could be adopted [120, 121, 90], but these methods are beyond the scope of this work. Buildings and woods are drawn using yellow and green boxes respectively, streets and rivers are displayed using red and blue cylinders respectively. Since OSM does not provide information about the height of buildings and woods, the height of the bounding boxes was fixed to a constant value.

The last graphical overlay (widget 6) provides textual information to the operator about mission critical parameters including current flight mode, flight status, hori-
5.4 Software architecture

The software architecture, illustrated in Figure 5.4, extends the architecture of Chapter 4 (see Figure 4.7). The system is based on the ROS framework. The *camera* node is a ROS driver that gets images from the fixed camera and publishes them including intrinsic calibration parameters. The *cv_uav_detection* node computes and publishes the estimated UAV pose using the computer vision algorithm. The *ar_scene* node displays the graphical widgets of the augmented reality scene. In particular, it receives the estimated UAV pose that is used to display the 3D virtual cursor around the UAV. The *ar_scene* node also reads the measured radiation intensity and it displays the 3D histogram on the ground. Finally, it displays information about the geographical features around the UAV. The *geo_service* node is responsible for publishing the geographical features to be displayed that are retrieved offline from Open Street Map. The OSM API is used to download geographical data close to a specified GPS position (the takeoff position) within a given radius $R$. More specifically, the *geo_service* node reads the current UAV position and publishes only the geographical features that are within a certain distance to the UAV. As discussed in Section 5.2, both *cv_uav_detection* and *ar_scene* nodes require the relative pose of the camera w.r.t. the UAV takeoff pose (*Home*).
5.5. Experiments

Experiments were performed in the same industrial area of Chapter 4 with the same radioactivity source (Iridium 192). Images of the augmented reality environment are reported in Figure 5.5. As in previous experiments, the human operator piloted the UAV in the exploration task using the haptic device. The fixed ground camera used in the experiments (AVT Mako G125C) has a resolution of $1292 \times 964$ and a maximum frame rate of 30 fps. The camera was placed at approximately 1.5 m height from the ground. The vision-based UAV detection algorithm takes, on average, 16.72 ms of execution time (59.8 Hz on an Intel Core i7-4720HQ). The training set (Figure 5.6) contains 4000 images (2000 negative samples and 2000 positive samples) acquired in a different environment (rural area).

The SVM classifier, implemented by the OpenCV library, has been trained using Bag-Of-Words with SURF features and a codebook of size 1000. The \textit{train\_auto} method was used, that implements a 10-fold cross-validation. The test set contains 3944 images taken from the industrial setting (Figure 5.5). The UAV detection algorithm was evaluated in a distance range between 5 to 45 meters.

Figure 5.7a shows the frequency of activation of the three UAV detection strate-
Figure 5.5: Example images of the augmented reality environment in an industrial setting (from top left to bottom right).

Figure 5.6: Examples of the images used in the training set for vision-based UAV detection.

gies (SURF, Closest Box and Prediction) at different horizontal distances of the UAV to the camera. It can be noted that SURF-based estimation is mainly active when the
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UAV distance to the camera is under 25 m. Beyond that distance the size of the UAV on the image reduces so that SURF features are no longer usable, thus, Closest Box is mainly active. Activation frequency of the Prediction-based estimation method also increases with the distance.

Accuracy was computed by comparing the estimated UAV location on the image with a manually annotated ground truth. A distance threshold of 15 pixels, estimated from a ROC curve, was used. The overall detection accuracy of the algorithm on the test set is about 90%. Figure 5.7b reports detailed detection results. The SURF method, when active, achieves an accuracy above 95%. The Closest Box method achieves an accuracy rate of about 60% on the short range (when it is rarely active) due to the fact that when the UAV is close to the camera the search window includes spurious blobs from the ground (e.g. moving dust or grass). Closest Box also achieves a 60% accuracy rate at long distances as background subtraction can fail to detect the UAV due to its small projection on the image plane. Although the accuracy rate of the Prediction method, which is mainly active at long distances, is very low, it still provides an estimated position of the UAV on the image plane that is useful to the operator to identify the UAV, as confirmed by the user study reported next. A comparison between the vision-based UAV detection algorithm and the result provided by the autopilot EKF is shown in Figure 5.8 and in the video available at http://www.ce.unipr.it/~micconi/aruav.mp4.

3D registration of buildings required a manual correction. Indeed, the coarse registration of the geographical elements based on the OSM data has an average position error of 5 m and an average orientation error of 5°. An example of building registration is shown in Figure 5.9. It can be expected that open GIS services will gain more accuracy in the future, reducing the alignment errors. Furthermore, using automatic approaches, as suggested in [120, 121, 90], the need for a manual registration caused by other errors, like camera pose estimation error, will drop.

The usability of the VHAR interface was evaluated in a simulated environment based on the same software architecture described in Section 5.4. The evaluation aims to determine whether the complete VHAR interface causes a lower mental workload and a higher SA level with respect to the HAR interface (Section 4.4.2). As for the
previous tests, the task the users were asked to perform was a radiation source detection. In this case the tests were completely simulated. The augmented reality environment (Figure 5.10) displayed a video stream of the real workspace, and it included a simulated 3D model of the UAV (animated using the ArduCopter SITL simulator) as well as a simulated radioactivity source. A total of 10 non-expert participants were recruited for the evaluation. Each participant, after a training session, performed two tests in random order. In one case the user performed the radiation source detection
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Figure 5.8: Comparison of UAV position estimation methods: vision-based (left), EKF (on-board sensors) (right).

Figure 5.9: Building visualization in augmented reality: result from coarse registration (left) and after manual correction (right).

task using the VHAR interface. In the other case graphical augmentation on the video stream was disabled and the task was performed using the previous HAR interface, with additional information displayed on a side screen. In particular, the side screen displayed the radiation spectrum and a 2D plot of the UAV trajectory with a mark indicating the current location of the maximum radiation found during the mission.

Evaluation of the mental workload was carried out from the NASA-TLX (Task Load index) questionnaire [122] while the evaluation of the SA was based on the Situation Present Assessment Method (SPAM) [123].

Four categories of NASA-TLX have been considered, for the mental workload estimation, in form of questions:
Figure 5.10: Simulated environment developed for the usability tests. The UAV is a 3D model simulated using the ArduCopter SITL simulator.

Mental demand  How mentally demanding was the task?

Performance  How successful were you in accomplishing what you were asked to do?

Effort  How hard did you have to work to accomplish your level of performance?

Frustration  How insecure, discouraged, irritated, stressed, and annoyed were you?

Two question related to physical effort and temporal demand have been considered not useful to the evaluation and discarded. Each question required an answer in form of rating within a 100-points range with 5-point steps. High values mean high mental demand, unsuccessful performance, great effort and high frustration or stress. The users answered the questionnaire after the conclusion of the mission. The same evaluation has been performed for both scenarios. Figure 5.11 shows the results in a
Figure 5.11: NASA-TLX questionnaire results. The AR line indicates average results of the VHAR interface; the NO AR line indicates average results without visual-feedback.

star-like diagram. The VHAR interface received better scores (lower rates) for each parameter, i.e. it caused a lower mental workload level. One-way ANOVA analysis showed that the results were statistically significant for all parameters ($p \leq 0.05$).

Participant were asked questions during the execution of the task according to the SPAM method to estimate the SA level. Questions were related to the current state of the task. In particular, three questions were asked:

- What is the current heading of the UAV with respect to the magnetic north?
- How far is the UAV from the current location of maximum radiation?
- How far is the UAV from the camera?

The nature of the SPAM questionnaire aimed to highlight the SA level of the user, focusing on the spatial relation between the surrounding environment and the UAV. Participants explicitly stated that the visual feedback of the VHAR interface was very useful to detect the radioactivity source and to determine distances. Indeed, statistically significant results (Figure 5.12) were found for all the parameters estimated by the users ($p \leq 0.05$).
Figure 5.12: SPAM questionnaire results. The AR line indicates average results of the VHAR interface; the NO AR line indicates average results without visual-feedback.

(a) Response time.

(b) Parameter estimation error.

However, the results of the questionnaire indicated no significant differences in response time. Hence, it can be concluded that the VHAR interface is perceived as
intuitive and that it improves the situation awareness of the task rather than its execution time.

5.6 Discussion

In this chapter we have presented the complete VHAR interface, partially introduced in Chapter 4. In particular, the Visual component of the interface has been described. The Visual component, alongside the Haptic component, is able to increase the SA level of the human operator during the UAV teleoperation.

In the previous chapter we showed how the HAR interface enables the operator to perform the exploration task without the need to look at a screen and, consequently, without losing focus on the UAV. The complete VHAR interface enables the operator to focus on the mission and the UAV, while he/she is keeping under control other important information related to the mission, like flight parameters.

A vision-based algorithm for detection of the UAV in an image flow has been developed and evaluated. The algorithm helps the operator to track the UAV in the image and allows better registration, in the Visual AR scene, of the 3D models representing the radioactivity intensity on the ground. The AR scene also contains other 2D and 3D widgets that represent important information about the mission and the environment.

The VHAR interface has been evaluated to assess its usability and the associated mental workload. Tests with non-expert users show that the interface is intuitive and helps the operator to reach a higher level of SA compared with the HAR interface. Furthermore, the mission is accomplished with less mental overload and frustration than the HAR interface.

In summary, results in Chapter 4 and this chapter confirm that proper inclusion of Visual and Haptic feedbacks into a coherent AR environment can provide tangible benefits even in critical outdoor guidance tasks. Furthermore, this is, at our knowledge, the first complete outdoor Visuo-Haptic AR interface. Several research investigations have addressed outdoor Visual AR [72, 73, 74, 75, 77, 80, 81], but only a few involving UAV, even less using a ground camera and none of these works has considered
haptic teleoperation. The main limitation of the VHAR interface described in this dissertation is that the use of a single fixed camera reduces the available field of view of the environment. Moreover, additional work is needed to achieve a fully automatic registration of geographical data that are affected by large estimation errors.
Chapter 6

Conclusions

This thesis has presented an investigation on the potential of Visuo-Haptic Augmented Reality technologies, especially for robotic applications. Alongside the use of Visual AR for commercial software, in particular for the mobile application field, several research studies have examined the application of such technologies in different scenarios and the augmentation of other senses. Beside the mere ability to overlay information on a view of a real environment or scenario, AR has been proven useful and intuitive to augment the entire user experience when interacting with several kinds of systems. For example, VHAR, a particular category of AR that augments sight and touch, has been used widely in studies about medical training. The analysis of use of the VHAR technologies for Human-Machine and/or Human-Robot interaction has been the purpose of this thesis.

To perform a complete assessment of VHAR interfaces, this investigation has focused on two different scenarios, highlighting the common advantages of such interface, in both use cases. The investigation has led to the development of two VHAR interfaces that implement unique features with respect to the state of art. The developed interfaces address key issues of AR, like calibration and mutual registration of the components of the interfaces and the environment. The study has shown that in both scenarios the use of VHAR enables a human operator, interacting with a robotic application, to perform tasks in a more natural and intuitive way, decreasing the frus-
In the first scenario, the VHAR interface has been used for human-robot interaction in an indoor environment for intuitive programming of an industrial robotic arm. The normal programming process requires a skilled operator. Moreover, each time the robotic arm must execute a new task, the operator has to manually change the instruction sequence, a process that can be tedious. Hence, the use of an intuitive VHAR interface allows a non-expert operator to instruct the robotic system avoiding the need to explicitly code the sequence of instructions. To achieve a more realistic user interaction with the virtual elements inside the automatically generated AR scene, a physics simulation has been included in the interface. Usability evaluation with non-expert operators has shown that the haptic feedback, generated when the object controlled by the user collide with others, increase the realism of the interaction and the intuitiveness of the interface. Finally, a Programming-By-Demonstration algorithm has been implemented to allow the system to acquire knowledge about the the task, based on user demonstrations. Using this knowledge the system is able to control a real manipulator to perform the task with the real objects. Successful tests have been performed to prove the ability of the system to learn the task and to reproduce the task in the real workspace.

A VHAR interface has also been developed and tested in an outdoor scenario. In this application case, the VHAR interface has been used for the teleoperation of a UAV equipped with an X-ray detector. The interface allows the operator to avoid safety hazards during the exploration of possibly contaminated areas. Indeed, the UAV, carrying the radioactivity detector, is teleoperated by the operator from a safety distance. Furthermore, during the mission the operator must be focused on the exploration task but also be aware of the UAV flight and the environment surrounding the UAV. While the Haptic AR component of the interface helps the user to explore the area to find any radioactive materials, the Visual AR component of the interface increases the level of Situation Awareness and decreases frustration and mental workload, as proven by the usability evaluation. Indeed, the operator looks at a screen and, thanks to augmented image flow, stays focused on the UAV while he/she remains aware of the state of the flight, of the data acquired by the sensors, and of the environment.
6.0. Conclusions

Even though the two application studies concern quite different use cases, Visuo-Haptic Augmented Reality has proven a promising technology for Human-Machine and Human-Robot interaction. In both cases, the operator interacts more naturally and intuitively with actuators in the field (the robot arm or the UAV) and with the workspace (the objects or the radioactivity source). Moreover, the frustration and the level of skills required are lower than using traditional technologies and interfaces. Once some of the technical problems highlighted by this work (like object recognition and registration, mutual calibration of each component of the system) have been fully engineered, the Visuo-Haptic Augmented Reality will become a reliable choice for many kinds of interaction with computers and robots.

Future research on VHAR interfaces will focus on more advanced solutions for AR interaction with head mounted displays, to enable viewpoint rotation, and 6 DOF haptic rendering for improved immersiveness.
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