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Introduction

The Internet of Things (IoT) can be defined as a “network of networks” composed by billions of uniquely identified nodes often denoted as Smart Objects (SO). SOs can be items equipped with sensors, consumer devices (e.g., smartphones, tablets, or wearable devices), and enterprise assets which have to be connected both to the Internet and to each other. The birth of the IoT, with its communication paradigms, can be considered as an enabling factor for the creation of the so-called Smart Cities. In Smart Cities, Information and Communication Technologies (ICT) are used to improve the quality, performance and interactivity of urban services, ranging from traffic management and pollution monitoring to government services and energy management.

One of the major challenges in order to build applications in IoT and Smart Cities scenarios is related to the huge number of involved devices (forecasts say that there will be 50 billion connected IoT devices by 2020). Moreover, the extreme degree of node spatial density, together with the high level of heterogeneity of the used communications technologies, lead to an high level of interference. Another significant problem is that IoT nodes are typically constrained in terms of memory, computational capabilities and battery life. In the last years, the scientific community has investigated these problems by creating new communication standards suited for the new scenarios and by integrating and improving already existing solutions.

The main focus of this thesis is related to the efficient multi-hop data dissemination in Smart Cities and IoT environments. In particular, great importance is given to the so-called Mobile Ad-hoc NETworks (MANETs). The main characteristic of
MANETs is that each node may forward data packets associated with multi-hop communications between other pairs of nodes. In other worlds, each node can act as source, router, and destination at the same time. In these networks nodes can move with a high mobility level making the design of routing protocols for MANETs very difficult. For these reasons, routing protocols in MANETs are different with respect to those designed for classical infrastructure-based networks. In particular, they typically rely on control messages which must be propagated from one source to all other nodes in the network via multi-hop broadcasting. This is done for different purposes, for example to send routing tables updates or to search a multi-hop path toward a desired destination node.

A subclass of MANETs which plays a key role in Smart Cities is represented by the so-called Vehicular Ad-hoc NETworks (VANETs). Like MANETs, VANETs do not have fixed infrastructure and nodes which compose the ad-hoc network are represented by vehicles. Due to the different level of mobility, VANETs exhibit characteristics that can be really different from generic MANETs. Moreover, in this kind of scenario, not only Vehicle-to-Vehicle (V2V) communications are considered. In fact, the presence of a so-called Road Side Unit (RSU) allows the support of Vehicle-to-Infrastructure (V2I) communications. Multi-hop data dissemination plays an important role also in this case, as one of the main application areas in VANETs is related to the efficient dissemination of traffic warning information. For example, through multi-hop broadcasting, drivers can be promptly informed about traffic congestions or vehicle collisions.

The high level of heterogeneity of the used communication technologies, together with the large number of involved devices, makes the adoption of classical multi-hop broadcast techniques (like flooding) unacceptable in IoT and Smart Cities scenarios. In fact, flooding generates a large level of redundancy which decreases the efficiency of the multi-hop propagation due to collisions. For these reasons, multi-hop broadcasting should be improved by making a good use of the available bandwidth, saving retransmissions and selecting the best rebroadcasters.

In this thesis, innovative multi-hop dissemination techniques are presented. Mostly based on probabilistic forwarding, these techniques have been used for different pur-
poses: from the improvement of the performance of unicast protocols for MANETs to the efficient data dissemination within VANETs.

Thesis Structure

In Chapter 1, some of the major problems related to multi-hop communications in IoT and Smart Cities scenarios are described. First, in order to understand how interference can influence the performance of wireless multi-hop protocols, a coexistence analysis between IEEE 802.15.4 and IEEE 802.11 technologies is performed. Then, a survey on the main routing protocols for ad-hoc networks is provided. Last, some of the major problems related to multi-hop routing in ad-hoc networks, together with possible solutions proposed in the literature, are described.

In Chapter 2, an innovative unicast reactive routing protocol for MANETs, denoted as irresponsible Ad-Hoc On-demand Distance Vector (iAODV) is presented. The iAODV protocol is obtained starting from one of the most sought routing protocol for MANETs, i.e., the Ad-Hoc On-demand Distance Vector (AODV) protocol. In particular, iAODV is obtained by replacing, in the route discovery process of the AODV protocol, the flooding mechanism with an innovative probabilistic forwarding technique denoted as Irresponsible Forwarding (IF). The performance of the iAODV protocol is analyzed both analytically and through simulations considering different kinds of scenarios.

In Chapter 3, the concept of Vehicular Sensor Network is introduced. VSNs are a subclass of VANETs in which vehicles continuously gather, process, and share location-relevant sensor data (e.g., road conditions, pollution, etc...). Information collection and dissemination can be performed using inter-vehicular communications and/or relying on the presence of roadside infrastructure. An innovative scheme for data acquisition in clustered VSNs is presented. In particular, the proposed scheme foresees a two-phase communication mechanism. First of all, a downlink phase is triggered by a RSU to form a clustered topology. The so-formed clustered VSN is then used, during the (second) uplink phase, for data aggregation.

In Chapter 4, a novel probabilistic broadcasting strategy, denoted as Distance-
based Silencing Irresponsible Forwarding (DiSIF) is proposed. This strategy "stems" from the already cited IF technique and tries to address its inefficiencies through a novel silencing mechanism which effectively selects rebroadcasters by introducing an initial contention phase. In order to investigate the performance of DiSIF, a simulative analysis has been carried out, moreover, analytical considerations are provided.
Chapter 1

Background and Related work

1.1 Introduction

Internet of Things (IoT) can be defined as a “network of networks” composed by billions of uniquely identified physical Smart Objects (SO), organized in an Internet-like structure. Smart Objects can be items equipped with sensors, consumer devices (e.g., smartphones, tablets, or wearable devices), and enterprise assets that are connected both to the Internet and to each others. The birth of the IoT, with its communications paradigms, can be considered as an enabling factor for the creation of the so-called Smart Cities. A Smart City uses Information and Communication Technologies (ICT) to enhance quality, performance and interactivity of urban services, ranging from traffic management and pollution monitoring to government services and energy management.

The major challenges in order to build applications in IoT and Smart Cities scenarios are the following: (i) the involved communication technologies are strongly heterogeneous and can interfere with each other; (ii) the huge number of involved devices create serious problems of deployment costs and depletion of the available bandwidth; (iii) IoT nodes are typically constrained in terms of memory, computational capabilities and battery life. In these years, the scientific community has tackled these problems by creating new communication standards suited for the new sce-
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narios and by integrating and improving already existing solutions. In particular, in Figure 1.1 a typical IoT protocol stack is shown where the newly adopted solutions are represented in light blue. At the application layer, two of the most sought protocols for the IoT are represented by the Constrained Application Protocol (CoAP) [2] and the MQ Telemetry Transport (MQTT) [3] protocol. Regarding the MAC layer, different solutions such as IEEE 802.15.4 [4], IEEE 802.11s [5] and Bluetooth Low Energy (BLE) [6] have been proposed. At the network layer, the IP protocol is considered as the contact point between the new IoT networks and the classical Internet. In fact, each smart object must be uniquely identified with an IP address in order to be fully integrated in the existing Internet. Given the number of involved devices, the use of IPv4 is not an option and IPv6, which has a much larger addressing space, is required. However, IPv6 is not suited for constrained nodes (e.g., it uses a large packet size) and, for this reason, is introduced in combination with the 6LowPAN [7] protocol which defines encapsulation and header compression mechanisms.

The main focus of this thesis is related to the efficient multi-hop data dissemination in Smart Cities and IoT environments. In the following, some of the major problems related to multi-hop communications in IoT and Smart Cities scenarios are described. First, in order to understand how interference can influence the performance of wireless multi-hop protocols, a coexistence analysis between IEEE 802.15.4 and
IEEE 802.11 [8] technologies is performed. Then, a survey on the main routing protocols for ad-hoc networks is provided. Last, some of the major problems related to multi-hop routing in ad-hoc networks, together with some possible solutions proposed in the literature, are described.

1.2 Coexistence Analysis between IEEE 802.15.4 and IEEE 802.11

In order to demonstrate how the heterogeneity of the involved technologies can become a problem in IoT and Smart Cities scenarios, in this section the problem of the interference between the IEEE 802.11 and IEEE 802.15.4 technologies is considered. It is worth noting that these two wireless communication technologies are representative since they are very common in IoT and Smart Cities environments and they both work in the Industrial, Scientific, Medical (ISM) band (i.e., 2.4 GHz). In the following, a brief introduction to the standards is given. Later, some existing studies about IEEE 802.15.4 and IEEE 802.11 interference will be presented by showing how communications are affected and what possible countermeasures can be adopted.

1.2.1 IEEE 802.15.4

IEEE 802.15.4 is a low-power and low-cost standard used in wireless sensor networks. It specifies the physical layer and the MAC layer and it is maintained by the IEEE 802.15 working group. Some technical standards like ZigBee [9], are built on the IEEE 802.15.4 protocol.

The standard define two types of device: a Full Function Device (FFD), and a Reduced Function Device (RFD). An RFD can only communicate with an FFD, whereas an FFD can communicate with FFD and RFD. Networks can be built as either peer-to-peer or star topology networks. Star topology means that the communications are made between devices and a single central controller called PAN coordinator. The peer-to-peer topology also has a PAN coordinator, however the difference from the star topology is that any device can communicate with any other device as long as
they are in range of one another.

The coordinator of a PAN can optionally bound its transmission time using a superframe structure. A superframe starts and ends with the transmission of a beacon frame and it has an active portion and an inactive portion. In a beacon-enabled network when a device has to transfer data to a coordinator, it first listens to network beacon. When the beacon is found, the device synchronizes with the superframe structure and transmits its data according to the Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) protocol—every transmission must end before the arrival of the second beacon.

Regarding the PHY layer, IEEE 802.15.4 foresee two frequency bands. The low band 868/915 MHz uses binary phase shift keying (BPSK) modulation whereas the high band 2.4 GHz uses Offset Quadrature Phase Shift Keying (O-QPSK).

1.2.2 IEEE 802.11

IEEE 802.11 is a set of MAC and PHY layer specifications for implementing Wireless Local Area Network (WLAN) communications, they are created and maintained by the IEEE LAN/MAN Standards Committee (IEEE 802 [10]). The most popular are defined by the IEEE 802.11b [8] and IEEE 802.11g [8] standards. IEEE 802.11 b/g work in the 2.4 GHz band and has 11 channels. IEEE 802.11b uses Direct Sequence Spread Spectrum (DSSS) and a complementary Code Keying Keying (CCK) modulation, IEEE 802.11g is based on an Orthogonal Frequency Division Multiplexing (OFDM) scheme and the same CCK modulation of the 802.11b standard.

1.2.3 Experimental Measurements

There are a lot of parameters that can affect the network performances such as modulation scheme, error correction, spread spectrum, frequency hopping rate, packet size, offered load, transmission power, and network topology. Except for the modulation scheme and error correction, all these parameters affect the interactions between the interferer system and the victim system. This is why coexistence is an important issue in wireless network. In order to study different coexistence parameters is
very important to create a lot of different scenarios and see how the interference influences the communication between two or more devices. In this Subsection some useful measurements-based studies are summarized.

Authors in [11] underline that there is a difference between uplink interference and downlink interference. In fact, two kinds of devices are defined in IEEE 802.11: Access Points (AP) and terminals. Uplink refers to the transmission of packets from terminal to access point and downlink refers to the transmission of packets from access point to terminals. The authors propose two kinds of scenario: the first is an uplink scenario in which the interferer IEEE 802.15.4 nodes are placed near to the access point, the second is a downlink scenario in which the interferer are placed near to the 802.11 terminal. Experimental results in [11] show that interference is stronger in the first case: the reason could be related to the different transmission powers between access point and terminal. This concept is easy to understand but is representative of the complexity of the interference problem.

In [12], coexistence problems between an IEEE 802.11b WLAN and an IEEE 802.15.4 Wireless Sensor Network (WSN) are experimentally analyzed. Experiments have been carried out by using the testbed sketched in Figure 1.2. Although there is only one 802.11 transmitting terminal, this scheme is representative of situations with more than two WLAN nodes: in fact, according to the CSMA/CA mechanism, only one WLAN station can transmit at a time. The 802.11 behavior under the effects of 802.15.4 interference is investigated both in the case of AP transmitting to Terminal Station (ST) and vice versa, thus in the downlink and uplink cases described in [11]. First of all, the configuration where the AP transmits to ST is considered: this case emulates the situation in which the 802.11 transmitter senses an interference power level that is below its CSMA/CA threshold. In other words, the channel is sensed free and the transmission are enabled: this can lead to a large amount of collisions at the receiver side. The results are summarized in Figure 1.3, where the Packet Loss Ratio (PLR) is shown as a function of the 802.11 duty cycle $\lambda_{\text{wlan}}$ when the 802.15.4 network is enabled (WSN on-solid line) and when it is disabled (WSN off-solid line). PLR is defined as $1 - N_{tp}/N_{tp}$ where $N_{tp}$ is the number of correctly received packets and $N_{tp}$ is the number of packet delivered by the source. In absence of 802.15.4 inter-
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Figure 1.2: Testbed for the coexistence problem between IEEE 802.15.4 and IEEE 802.11b.

Figure 1.3: Transmission from AP to terminal: downlink mode.
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Figure 1.4: Transmission from ST to AP: uplink mode.

Inference, a performance degradation is visible for increasing values of $\lambda_{\text{wlan}}$. However, in the presence of 802.15.4 interference the performance decreases further. After this analysis, the configuration in which the ST is the transmitter and the AP is the receiver is considered. This configuration emulates the typical case in which the WLAN transmitter senses a high level of the WSN signal beyond its CSMA/CA threshold. In this case, the presence of the WSN signal saturates the WLAN channel, and the ST, according to the CSMA/CA protocol, is forced to defer the transmission. Consequently, data packets are delivered from ST to the AP with a lot of delay, and increased values of PLR are experimented, the results related to this latter scenario are shown in Figure 1.4. With respect to Figure 1.3, the interference is not so detrimental this is due to the fact that in this configuration the delay is the metric that is mostly influenced by the interfering network.

In [13], the authors measure the interference with IEEE 802.15.4 by IEEE 802.11g and IEEE 802.11n. The IEEE 802.11n standard uses several technologies to improve throughput, including using wider channel bandwidth. Compared with IEEE 802.11b/g which uses 22 MHz channel, IEEE 802.11n supports 40 MHz channel, so that the measurements show that one IEEE 802.11n working channel interferes with IEEE 802.15.4 more seriously than IEEE 802.11g. A significant measurement
in [13] is the effect of different orientations of IEEE 802.11n transmission on IEEE 802.15.4 devices. As shown in Figure 1.5, the IEEE 802.11 terminal is the only device changing the position. The measurements results depicted in Figure 1.6 show the packet delivery ratio (PDR) as a function of the angle between the 802.15.4 (TelosB platforms [14]) and the 802.11 Line-of-sight communications. When IEEE 802.11n traffic is at 90°, IEEE 802.15.4 has the best performance. The second best performance of IEEE 802.15.4 can be observed when IEEE 802.11n traffic is at 180°. When the IEEE 802.11n nodes are in line with IEEE 802.15.4 nodes, namely at 0°, almost all of the overlapping IEEE 802.15.4 channels are heavily affected by the IEEE 802.11n.

1.2.4 How to Mitigate the Interference Problem

There are many solutions which are able to statically mitigate the interference. Most of these statical solutions have already been included into the standards and perform independently of interference. Among the set of all the static solution are included: DSSS, use of multiple channels through Frequency Division Multiple Access (FDMA), CSMA, Time Division Multiple Access (TDMA), short packet length, channel scan, channel hopping, minimum overhead...etc. In the following, we describe other solutions that are performed dynamically according to the type of interference. After the detection of a high level of interference, a wireless device must

Figure 1.5: Measurements scenario for evaluate the effect of different orientations between nodes.
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Figure 1.6: Effect of different orientations of IEEE 802.11n transmission on IEEE 802.15.4 devices.

 take actions in order to mitigate the interference. Actually, these “on-demand” methods must perform some operations that are very similar to that performed by the static methods, making sure that the conflicting resources (time, frequency and space) are correctly shared among the largest possible number of devices.

The most common resource that can be shared is the frequency: therefore a set of possible solution is related to sharing the frequency which means that victim or interferer changes to a clean channel when they detect interference. This frequency change can be imposed by a central controller or in a distributed fashion.

In [15], a cognitive radio based channel switching mechanism to avoid the interference between IEEE 802.15.4 and other networks is proposed. A beacon-enabled network with star topology is considered for the analysis. The switching mechanism consists of 4 steps and is depicted in Figure 1.7. In STEP 1, the PAN coordinator can guess whether or not networks operate in the same channel by using Link Quality Indication (LQI) which represents a IEEE 802.15.4 physical layer function which measures the SNR for each channel. In STEP 2, the PAN coordinator tries again to

<table>
<thead>
<tr>
<th>Channel</th>
<th>0°</th>
<th>45°</th>
<th>90°</th>
<th>135°</th>
<th>180°</th>
</tr>
</thead>
<tbody>
<tr>
<td>ch21</td>
<td>80</td>
<td>60</td>
<td>40</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>ch22</td>
<td>90</td>
<td>70</td>
<td>50</td>
<td>30</td>
<td>10</td>
</tr>
<tr>
<td>ch23</td>
<td>100</td>
<td>80</td>
<td>60</td>
<td>40</td>
<td>20</td>
</tr>
<tr>
<td>ch24</td>
<td>110</td>
<td>90</td>
<td>70</td>
<td>50</td>
<td>30</td>
</tr>
<tr>
<td>ch25</td>
<td>120</td>
<td>100</td>
<td>80</td>
<td>60</td>
<td>40</td>
</tr>
<tr>
<td>ch26</td>
<td>130</td>
<td>110</td>
<td>90</td>
<td>70</td>
<td>50</td>
</tr>
</tbody>
</table>
detect the presence of another network in the same channel. Since all devices interact with others only during an active period of the super-frame, if the PAN coordinator perceives other signals during inactive period other networks exist in the same channel. Once the coordinator knows that other networks exist in the same channel it must notify in STEP 3 the other devices in order to do channel switching. In STEP 4, the device switches to another candidate channel. Note that the PAN coordinator has to select the next candidate free channel, thus it has to periodically control other channels to know if they are free or not.

The scheme proposed in [15] is a centralized solution and, for this reason, it restricts the scalability and robustness of IEEE 802.15.4 networks. Moreover, it does not take into account considerations on the network power consumption. In [16], the authors propose a distributed channel selection algorithm that allows the nodes to dynamically and independently adapt their transmission channel when they detect interference. The energy cost of the proposed algorithm is taken into account. This solution makes sure that the devices select the channel by themselves when interference occurs, so that it cannot prevent that a group of adjacent devices would move to the same channel.

The studies proposed above attest that the interference between IEEE 802.11 and IEEE 802.15.4 is a problem which must be addressed in the design of IoT and Smart Cities applications. In fact, interference can heavily affect the performance and, obviously, the problem is exacerbated with a large number of involved nodes deployed.
with a high node spatial density.

### 1.3 Routing Protocols for Ad-hoc Networks

#### 1.3.1 Mobile Ad-hoc Networks (MANETs)

A Mobile Ad-hoc NETwork (MANET) consists of a set of mobile devices that communicate dynamically without the need of a pre-existing network infrastructure. In a MANET, nodes share a common wireless channel: thus, they have to cope with typical problems of noise, evanescence, and interference (from both other nodes and other communication technologies). The main characteristic of a MANET is related to the fact that each node may forward data packets associated with multi-hop communications between other pairs of nodes. In other words each node can act as source, rebroadcaster, and destination at the same time. Nodes can move with a highly heterogeneous mobility level, thus the network topology is strongly dynamic. Moreover, they are typically constrained in terms of transmission power, battery life, and computational capabilities.

MANETs can be useful in all situations where networks need to be deployed very quickly and fixed network infrastructures are not available. Examples include, but are not limited to, battlefield and emergency scenarios, disaster area or conferences and events. Due to the growing interest in Smart Cities and IoT applications [17], in the last years subclasses of MANETs, such as Vehicular Ad-hoc NETworks (VANETs) [18] and Opportunistic (such as pedestrian or Machine-to-Machine, M2M) ad-hoc networks [19], have been intensely investigated.

The scientific community has tackled the design of multi-hop communication protocols in MANETs very intensely in the past decade, and many routing protocols for ad-hoc networks have been proposed and analyzed [20, 21].

#### 1.3.2 Ad-hoc Routing: Principles

According to the previous subsection, the routing problem in MANETs should be addressed differently with respect to the classical infrastructure-based networks. In par-
ticular, one of the major challenges in the design of a routing protocol for MANETs is related to the fact that each source node should know the multi-hop path toward its corresponding destination node before transmitting. This problem is exacerbated the higher are the number and level of mobility of the involved devices.

In general, routing protocols for ad-hoc networks can be divided into two categories:

- Proactive protocols: with this kind of protocol, each node in the MANET knows in every moment the multi-hop path related to all other nodes. This is done through a regular exchange of control messages.

- Reactive protocols: with this kind of protocol, a source node tries to find a multi-hop route to a desired destination node only when it has packets to transmit. No control or routing information is generated by nodes that are not involved in a communication.

With the proactive approach, no initial delay is required in order to discover the route to the destination. However, in order to maintain up-to-date routing informations from each node to every other node a constant overhead of routing traffic is generated. Conversely, reactive protocols generate less overhead but the initial delay needed to discover the multi-hop path toward the destination could be potentially high.

Another significant classification of routing protocol for MANET is related to the goal of a single communication: unicast protocols allow the routing of packets from one source to one destination, conversely, with multicast/broadcast protocols a single transmitted packet is intended to be received by multiple destination nodes.

### 1.3.3 Unicast Routing Protocols

In this subsection, a brief description of unicast routing protocols is provided—proactive and reactive approaches will be considered.

One of the most sought proactive protocols for MANETs is the Destination Sequenced Distance Vector (DSDV) protocol [22]. With this protocol, each node keeps a classical routing table in which each entry contains the Destination ID, the next-hop ID, a hop count and a Sequence Number (SN) for that destination. The SN helps
nodes to maintain a up-to-date routing information to the destination and avoid loops. To deal with the frequently changing network topology, nodes periodically broadcast routing table updates over the network. When a node receives a route-update packet, it changes its routing table entries only if the SN of the destination indicated in the packet is higher than that one in its routing table (in case the SN is equal the route with the smallest hop count is selected). This kind of routing informations update could strongly increase the network traffic, thus, in order to reduce the network overhead, the DSDV protocol provides two types of updates: *full dump* and *incremental*. A full dump update contains all the routing table entries of a node while the incremental update contains only the routing table entries which are changed since the last full dump. The DSDV protocol is one of the first proposed protocol for ad-hoc networks and obtains reasonable performance when used in MANETs with a limited number of nodes.

Another proactive protocol for MANET is the Wireless Routing Protocol (WRP) [23]. Like the DSDV protocol, WRP provides that nodes inform each other of link changes through the use of update messages. An update message is sent only between neighboring nodes and contains a list of updates, as well as an indication of which nodes should acknowledge (ACK) the update message. Although the WRP is very similar to the DSDV protocol, it exploits different routing table maintenance procedures. While the DSDV maintains only one topology table, WRP uses a set of four tables to maintain more accurate informations: (i) Distance Table (DT), (ii) Routing Table (RT), (iii) Link Cost Table (LCT), and (iv) Message Retransmission List (MRL). The DT contains the network view of the neighbors of a node. In particular it contains a matrix where the rows index $i$ indicates a particular node in the network and the column index $j$ indicates a particular neighbor node. Each element in the matrix contains the distance (in terms of number of hops) and the next hop, toward a particular destination node $i$ reported by a neighbor $j$. The RT contains the updated network view for all known destinations. Each entry contains some parameters such as the shortest distance, the next hop, and a flag indicating the status of the path. The LCT contains the cost (e.g., the required number of hops to reach the destination) related to each multi-hop path —the cost of a broken link is considered equal to in-
finity. Each entry of the MRL contains the sequence number of an update message, a retransmission counter, an acknowledgment-required flag vector with one entry per neighbor, and a list of updates sent in the update message. The MRL protocol records which updates in an update message need to be retransmitted by neighbors and which neighbors should acknowledge the retransmission.

Regarding the reactive routing protocols, a first example is represented by the Dynamic Source Routing (DSR) [24] protocol. The main characteristic of this protocol is the use of the so-called source routing: with this technique a source node knows the complete multi-hop path toward the destination before the transmission of a packet. The complete path is inserted in the header of the packet to be transmitted so that each relay node does not need to rely on classical routing tables. Since DSR is a reactive protocol, when a source node has to transmit a packet toward a destination node it must first discover the correct multi-hop path. This is done through the so-called route discovery process. The route discovery process requires that a source node $s$ which wants to discover the multi-hop path toward a particular destination node $d$ first sends a Route REQuest (RREQ) packet to all its neighbors with its own address in the header. The RREQ is uniquely identified through a broadcast id, which is composed by the combination of a sequence number and address of the sender. When a node receives a RREQ packet it first checks if it has been already received earlier, if this is not the case the RREQ is rebroadcasted appending in the header its own address. In this way, when the destination node $d$ (or an intermediate node which knows the path toward $d$) receives a RREQ, it knows the multi-hop path toward the source and can reply back with a Route REPly (RREP) packet. If, due to mobility, a link present in a multi-hop path break, the source node is notified through a Route ERRor (RERR) packet. In this case a new procedure of route discovery is required.

One of the most important and sought reactive routing protocol for MANETs is the Ad-hoc On-demand Distance Vector (AODV) [25] protocol. In particular, it is used in the Zigbee standard and various variants of this protocol, such as MAD-HOC, Kernel-AODV, AODV-UU, AODV-UCSB and AODV-UIUC [26], have been proposed in the last years. The AODV protocol exploits the same route discovery mechanism of the DSR protocol, however, it does not use source routing and packets
are redirected by nodes using classical routing tables. This means that, when a node retransmit a RREQ packet it must keep track of the node from which the RREQ packet comes with a so-called backward pointer. In this way, following the backward pointers, the RREP packet can be delivered back to the source. When a relay node retransmits a RREP packet toward the source it set a forward pointer and in this way the bidirectional multi-hop path is set and the actual data transmission (from source to destination) can start. Like DSDV, the AODV protocol make use of SN in order to maintain up-to-date routing informations in the routing tables. One important feature of the AODV protocol is related to the fact that, if a route entry is not used for a certain amount of time, it is deleted. Since nodes keep track also of the predecessor node in the multi-path propagation, when an entry is deleted this predecessor is alerted with a RERR packet. This procedure repeats recursively, thus all nodes in the multi-hop path are notified. Another important property of the AODV protocol is the management of the local connectivity. If a node does not send a message to any of its neighbors within a hello interval (dimension: [sec]), it broadcasts a special RREP, denoted as hello message, containing its identity. The hello message is not further rebroadcasted by the node’s neighbors because its field Time To Live (TTL) is set to 1. Hello messages are used to detect a route break as follows: if a relay node between a source and a destination fails to receive a minimum number, denoted as allowed hello loss, of hello messages from the next hop in the path, a notification of link failure is sent to the source. In this case, another route discovery process is required and a new “wave” of RREQ messages floods the network. For this reason, hello messages and, in particular, the values of the parameters hello interval and allowed hello loss have a significant impact on the total number of transmitted RREQ packets.

1.3.4 Multicast Routing Protocols

With multicast routing protocols, data packets are sent by a single sender to multiple receivers on the network, in other words a source transmits a single message to a selected group of recipients. For example, multicast approaches are exploited in streaming video scenarios, in which many megabytes of data are sent over the network. The major advantage of multicast is that it saves bandwidth and resources,
moreover, data can still be delivered to the destination on alternative paths even if some route breaks.

One of the most important multicast routing protocol for ad-hoc networks is the On Demand Multicast Routing Protocol (ODMRP) [27]. With the OMRP protocol, a source node which has to start a multicast communication must first create a so-called forwarding group, i.e. a group of nodes which will rebroadcast packets sent by the source in order to reach all the multicast destinations. The forwarding group is created through a procedure similar to the route discovery of the AODV and DSR protocols and is composed of request phase and a reply phase. In particular, a source node which want to create a forwarding group, first sends a Join Query (JQ) message to all its neighbors. When a node receives a not-duplicate JQ, it rebroadcast the packet to all its neighbors appending its own address in the header. When one of the multicast destination nodes receives a JQ, by reading the header, it creates a table, denoted as Members Table (MT), in which the complete multi-hop path toward the source is saved. Then the MT is send to all the multicast destination neighbors through a join reply (JR) packet. When a node receives a JR, it checks if its address is contained in the MT and, in this case, it enables the Forwarding Group Flag (FG-FLAG), understanding to be part of the forwarding group. In Figure 1.8, a representative example of forwarding group creation is shown.

1.3.5 The Broadcast Storm Problem

Broadcast multi-hop routing protocols are a subclass of the multicast multi-hop routing protocol. With this kind of protocols a source transmits a single message to all other nodes in the network, in other words a single source node disseminates information within an entire an ad-hoc network in a multi-hop fashion. This kind of protocols assumes particular importance in the dissemination of alert messages or to transmit control messages in unicast/multicast routing protocols. The most simple protocol which performs this kind of communication is the so-called flooding. According to this protocol, each node is required to retransmit packets when received for the first time. The flooding strategy is very simple and is widely used by routing protocols for ad-hoc networks in order to propagate control messages. For example, as mentioned
In Subsection 1.3.3, the route discovery process of the AODV and DSR protocols is based on flooding of RREQ packets. Although the flooding strategy is really simple and easy to implement, it generates a lot of redundant transmissions which can lead to serious inefficiencies related to the high level of channel contention generated. In particular, the use of flooding heavily increases the level of interference which, in turn, creates collisions degrading the performances of routing protocols. This problem is even more evident in IoT and Smart Cities scenarios which are typically characterized by lack of bandwidth and high level of interference from different technologies (as already described in Section 1.2). This issue, denoted as the Broadcast Storm Problem (BSP) [28], has been largely investigated by the research community in the last years and several methods have been proposed in order to mitigate it.

One possible solution is related to the so-called counter-based method. With this technique, if a node receives a packet at time $t = t_0$, it initializes a counter $c$ to $c = 1$ in order to decide if the packet has to be retransmitted. Then, the node starts to wait
for a certain amount of time denoted as $t_{rad}$ (where RAD stands for Random Assessment Delay) during which each time the same packet is received the counter is incremented. When $t = t_0 + t_{rad}$, if $c < C$ (where $C$ is a threshold value to be properly optimized) the packet is retransmitted, otherwise the retransmission is inhibited. In this way, the node is prevented from rebroadcast when the expected additional coverage which it can provide is too low.

Another significant approach is related to the distance-based methods. With this kind of propagation technique, the decision about the retransmission is taken by the retransmitter on the basis of its distance from the transmitting node. Suppose that node $h$ receives a broadcast message from source node $s$ and say $d$ the distance between $h$ and $s$. If $d$ is large, a rebroadcast from node $h$ will result in a large additional coverage. Conversely, if $d$ is small the additional coverage which the rebroadcast of node $h$ is able to provide is lower. At the limit, if $d = 0$, the additional coverage will be 0 too. Thus, the distance $d$ can be used, by node $h$, as a metric to determine whether to rebroadcast or not. More in detail, fixed a threshold distance value $D$, the distance-based method provide that if a rebroadcaster node is at a distance $d < D$ from the transmitter, the transmission is inhibited, otherwise the additional coverage provided is sufficiently high and the packet is forwarded. It is worth noting that, in order to use this kind of multi-hop propagation, each node should be equipped with a Global Positioning System (GPS) [88]. In this way, the source node can add its position (geographical coordinates) in the header of the transmitted packet and the receiver, by knowing its own position, is able to compute the exact distance. However, assuming the presence of a GPS transceiver on each device may not be an option in scenarios in which nodes are energy-constrained. In these cases the GPS transceiver could be replaced with less accurate positioning estimation techniques—for example, the inter-node distance $d$ could be estimated using the Received Signal Strength Indicator (RSSI) [81, 82].

One of the most sought solution used to mitigate the BSP is represented by the so-called probabilistic broadcasting approach. According to this technique, a potential rebroadcaster node retransmits a packet with probability $p$ and, consequently, inhibits the rebroadcast with probability $1 - p$. Obviously, the selection of the value of $p$ is
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crucial and should depend on fundamental network parameters (e.g., node spatial density, packet size, channel characteristics, transmission power etc...). In particular, when \( p \) is fixed and equal for all nodes in the network the probabilistic forwarding is often denotes as GOSSIP. An example of application of the GOSSIP technique is [30], where authors explore the so-called “phase transition” phenomenon as a basis for defining the value of \( p \). More precisely, in a probabilistic forwarding scheme a phase transition occurs when the transmission probability \( p \) exceeds a certain threshold value \( p_{th} \), denoted as critical probability, radically changing the overall behavior of the network. The phase transition phenomenon for a probabilistic broadcast technique is analyzed also in [31]. In this case, authors show that replacing flooding with GOSSIP in the route discovery process of the AODV protocol brings a significant performance improvement. In particular, for large networks, the number of control messages used by the modified AODV protocol, denoted as AODV+G, reduces by 35% with respect to that of the AODV protocol. In both [30] and [31], the concept of percolation [32, 33] is used to characterize the phase transition. Percolation studies the behavior of the flow of fluid in porous random media and some results obtained in this context have been shown to be very useful in order to understand the propagation of a multi-hop broadcast communication in simple scenarios [33].

Another way toward the mitigation of the BSP is related to the contention-based methods. With this methods, control packets are generated before the actual packet dissemination in order to elect the best forwarding nodes. A possible example is described in [70], where the authors present a family of adaptive protocols, denoted as Sensor Protocols for Information via Negotiation (SPIN). These protocols are designed to disseminate individual sensor observations to all sensors in energy-constrained WSNs. In particular, by using an initial negotiation phase, SPIN protocols ensure that only useful information will be transferred.

Another representative example of contention-based protocols is shown in [71, 72]. In this case, the authors propose a multi-hop forwarding technique denoted as Geographic Random Forwarding (GeRaF). According to GeRaF, a node, which wants to transmit a packet, broadcasts a message which is received by all its neighbors. Each receiving node then determines its distance from the final destination and evaluates
its own suitability as a relay. This is done by first dividing the coverage area in two regions: (i) the relay region, which contains all points closer to the final destination than to the transmitting node; and (ii) the non-relay region, which contains all other points. Nodes in the non-relay region are never selected as relays. The relay region is then sliced into “priority regions,” on the basis of the distance from the destination. Nodes in the priority region closest to the destination contend first and one of them rebroadcasts the packet. It is worth noting that GeRaF is oriented to unicast communications and requires the knowledge, by each node, of the position of the final destination of each communication route it may belong to. This is realistic for a static wireless network.

In [73], an optimized Broadcast Protocol for Sensor network (BPS) is proposed. In order to broadcast a packet over a network, BPS allows only a few strategically selected nodes to rebroadcast. First of all, the area to be covered is partitioned into hexagons, the source node being at the center of one of these hexagons. The vertices of an hexagon are denoted as “strategic locations.” When a node receives a packet, it computes its distance $l$ from the nearest strategic location and delays the packet rebroadcast by $d = l/R$, where $R$ is the node transmission range. The nodes closer to the strategic position will rebroadcast first and silence the other nodes (potential rebroadcasters) in their vicinity.

As already mentioned, the redundant rebroadcast created by flooding represent a problem also in VANETs. In fact, the dissemination of safety or alert messages through multi-hop communications is a key aspect in this kind of scenario. In [75], a multi-hop broadcast protocol for VANETs, denoted as ROBust and Fast Forwarding (ROFF) protocol, is proposed. This protocol tries to avoid collisions due to redundant rebroadcasts by assigning to each candidate forwarder a waiting time (before packet retransmission) which is inversely proportional to its forwarding priority. The forwarding priority is assigned to forwarders depending on the distribution of empty spaces between vehicles. Through extensive simulations, ROFF is shown to make broadcasting faster and more reliable than other existing protocols. Another example of protocol which tries to reliably disseminate information in VANETs is described in [76]. In particular, this solution provides that a dynamically generated backbone of
Multi-hop communications represent a powerful tool which can be used in IoT and Smart Cities scenarios in order to disseminate informations. For example, through this communication paradigm, safety/alert messages can be delivered to all vehicles of a VANETs or control packets in routing protocol for ad-hoc networks can be efficiently propagated. In these scenarios, the different communication technologies involved together with the high level of node spatial density create an high level of interference. The adoption of multi-hop broadcast techniques like flooding, generates a large level of redundancy which further exacerbates the interference problem. For
this reasons, save retransmissions making a good use of the available bandwidth assumes a fundamental importance and allows to efficiently cope with the BSP. In this chapter, some approaches proposed in the literature in order to solve this problem have been classified and briefly described.

In the next chapters, some innovative approaches able to mitigate the BSP, mostly based on probabilistic forwarding, are presented. This techniques have been used for different purposes: from the improvement of unicast ad-hoc protocols performance to the efficient data dissemination within VANETs.
Chapter 2

Irresponsible AODV routing

2.1 Introduction

A MANET can be defined as a set of mobile devices that communicate dynamically without the need of a pre-existing network infrastructure. In a MANET, each node may forward data packets associated with multi-hop communications between other pairs of nodes, so that each node can act as source, rebroadcaster, and destination at the same time. In this type of networks, nodes share a common channel and can be highly mobile, thus making the design of routing protocols very challenging.

The scientific community has tackled the design of multi-hop communication protocols very intensely in the past decade, and many routing protocols for ad-hoc networks have been proposed and analyzed. One of the most sought protocol for MANETs is the AODV protocol. As said in Section 1.3, this protocol relies on flooding mechanisms in order to perform the so-called route discovery phase. The flooding strategy can be very inefficient in MANETs and, because of highly redundant transmissions, can lead to serious inefficiencies, caused by collisions and interference. This problem, referred to as BSP, is more exacerbated the higher are the node spatial density, the node mobility level, and/or the data traffic load.

In general, there are many approaches that can be used in order to reduce the redundancy introduced by flooding and, thus, design energy-efficient broadcast mecha-
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As detailed in Section 1.3, one interesting possibility is to adopt a probabilistic broadcasting scheme. According to the probabilistic forwarding strategy, denoted as Irresponsible Forwarding (IF), introduced in [29], a node computes the retransmission probability for each received packet taking into account the node spatial density, the transmission range (assumed fixed for all nodes), and the distance from the transmitter.

In this chapter, an innovative reactive routing protocol, denoted as irresponsible AODV (iAODV) is presented. The iAODV protocol is obtained from the AODV protocol by replacing, in its route discovery process, the flooding mechanism with IF. In order to exhaustively investigate the performance of the iAODV protocol, three different types of scenarios are considered: (i) pedestrian, (ii) pedestrian-vehicular, and (iii) vehicular.

This chapter is organized as follows. In Section 2.2, the IF technique is briefly recalled. In Section 2.3, the iAODV protocol is introduced: first the inclusion of IF within the route discovery process of AODV, leading to iAODV, is described; then, the capability of the iAODV protocol to mitigate the BSP is analytically evaluated. In Section 2.4, the three scenarios of interest (pedestrian, pedestrian-vehicular, and vehicular) are described. In Section 2.5, the performance of the iAODV protocol, directly compared with that of the AODV protocol, is investigated in the considered scenarios. Finally, Section 2.6 concludes the chapter.

2.2 Irresponsible Forwarding

IF is a probabilistic forwarding protocol according to which every node, upon reception of a packet to forward, computes (in a per-packet manner) its own retransmission probability. Since IF is based on the assumption of the knowledge of some topological network parameters, such as internode distance and node spatial density, each node is assumed to be equipped with a GPS transceiver.

In a single source scenario, the broadcast forwarding process of a single packet with IF is illustrated in Fig. 2.1 (a). The source node S transmits a packet inserting in the header: (i) its position, denoted as $POS_s$; (ii) its IP address denoted as $ADDR_s$; and
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(iii) a packet Sequence Number, denoted as $SN$ (this is expedient for the transmission of streams of packets). Note that the combination $(SN, ADDR_s)$ allows to uniquely identify the packet within the network and, thus, is denoted as Unique ID (UID). In the example of Fig. 2.1 (a), node S transmits a packet with UID=(1,S). Each receiver of this packet is a neighbor of S and rebroadcasts independently with a probability computed according to a proper Probability Assignment Function (PAF). In particular, in the example of Fig. 2.1 (a), nodes A, B, and C retransmit the packet inserting, in the headers of the retransmitted packets, their positions (i.e., $POS_A$, $POS_B$, and $POS_C$) but keeping unaltered the UID (1,S). Each node which receives a packet from node A, checks the UID: the packet is dropped if already received earlier; otherwise, the node decides whether to retransmit or not according to the PAF previously mentioned. The process is similar for nodes B and C and repeats recursively during packet broadcasting. Fig. 2.1 (b) shows an example in which, due to multi path propagation, the packet with UID=(1,S) is transmitted to node D by both nodes B and C. In this case, since node B transmits before node C, the packet coming from node C is dropped by node D.

Figure 2.1: Representative examples of a single packet propagation with the IF technique.
The choice of the PAF of IF is based on the intuitive observation that the farther the potential rebroadcaster is from the transmitter, the higher its associated rebroadcast probability should be, as this would yield the highest forward progress—this is reminiscent of the approach in [73]. Based on this idea, in [29] the PAF of IF is introduced for a monodimensional scenario (e.g., a narrow street). In a bidimensional scenario, the PAF proposed in [29] can be generalized as follows:

\[
p = \exp\left\{-\frac{\sqrt{\rho(z - d)}}{c}\right\}
\]  

where:  
- \(d\) (dimension: [m]) is the distance between a transmitting node and a potential rebroadcaster;  
- \(z\) (dimension: [m]) is the transmission range;  
- \(c\) is a shaping coefficient (adimensional), which can be used in order to tune the retransmission probability [36];  
- \(\rho\) (dimension: [nodes/km\(^2\)]) is the bidimensional node spatial density.  

Thanks to the POS parameter inserted in the packet header, a receiving node can directly compute its distance \(d\) from the transmitter. Moreover, each node can estimate its local node spatial density \(\rho\) by evaluating the distances from its (direct) neighbors (e.g., through the exchange of hello messages\(^1\)). According to the PAF in (2.1), if the network is sparse, the overall retransmission probability is high in order to ensure complete connectivity. On the other hand, if the network is dense the overall retransmission probability is low in order to reduce useless redundant transmissions and, thus, collisions.

The idea behind the IF rebroadcast paradigm is that once a node receives a packet, it evaluates, in an average statistical sense, the presence of other nodes in its proximity. If the probability that another node can rebroadcast the packet is sufficiently high, then the node of interest “irresponsibly” chooses not to rebroadcast. In Fig. 2.2, the IF PAF (2.1) is shown, as a function of the internode distance \(d\), for three different values of \(c\). In all cases, \(\rho = 900\) nodes/km\(^2\) and \(z = 100\) m. It can be observed that the shaping parameter \(c\) allows to “modulate” the behavior of the PAF.

We finally observe that assuming the presence of a GPS transceiver on each device may not be realistic in scenarios in which nodes are energy-constrained. How-

---

\(^1\) A node simply estimates its local node spatial density as the ratio between number of nodes which reply to its hellos and \(\pi z^2\), i.e., the area within its transmission range.
2.3 Embedding IF into AODV

In this section, an overview on how the IF strategy can be embedded into the AODV protocol is first provided. Then, the ability of the iAODV protocol to mitigate the BSP is quantified analytically.

2.3.1 IF in the Route Discovery Process

In order to limit the number of broadcasted RREQ packets and, consequently, the BSP, the flooding mechanism, used in the route discovery process of AODV, has been replaced with IF. It can be first observed that, as explained in Section 1.3, with the
AODV protocol all RREQ packets are uniquely identified with a broadcast id which can be assimilated to the previously described UID used by the IF protocol. When a node receives a RREQ packet, it first checks the broadcast id: if it has already received another RREQ packet with the same broadcast id, the redundant RREQ packet is dropped; if this is not the case and if the node has no routing information to the destination, the RREQ packet is rebroadcasted with a probability given by (2.1). This new variant of the AODV protocol will be referred to as iAODV. In Figure 2.3, an illustrative example of the iAODV route discovery process is shown: according to the IF principle, the RREQs are propagated only (in a statistical sense) by the farthest nodes in the 1-st transmission domain. It is worth noting that the exchange of hello messages between nodes is a fundamental part of the AODV protocol. For this reason, each node is able to estimate the local node spatial density as the ratio between the number of nodes which reply to its hellos and $\pi z^2$, i.e., the area within
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2.3.2 BSP Mitigation: an Analytical Evaluation

In order to measure the capability of the iAODV protocol to mitigate the BSP, the number of saved redundant rebroadcasts brought by the use of IF in the route discovery phase of iAODV is analytically evaluated. While a similar analysis is carried out in [29] for a monodimensional scenario, in the following a more realistic bidimensional scenario is considered—this is more relevant for pedestrian, rather than vehicular, networks.

Let us consider the first rebroadcast round as shown in Figure 2.3, where the source node is placed in the center of its circular coverage area (with radius $z$) and transmits to all its neighbors the first RREQ packet. We denote the total number of rebroadcasts in this first rebroadcast round as $N_{\text{rtx}}$. The total number of nodes in the coverage area (i.e., the source neighbors) is, on average, the following:

$$N_z = \rho \pi z^2.$$  \hspace{1cm} (2.2)

According to the IF strategy, some of the neighbor nodes will rebroadcast the RREQ packet, while the others will be inhibited from doing it. Denoting with $\Gamma$ the random variable “retransmission probability of a neighbor node” (obviously, $\Gamma \in [0, 1]$), under the use of the IF protocol the average number of rebroadcasts in the first round can be written as follows:

$$N_{\text{rtx-IF}} = \rho \pi z^2 \mathbb{E}\{\Gamma\}$$  \hspace{1cm} (2.3)

where:

$$\mathbb{E}\{\Gamma\} = \int_{-\infty}^{\infty} \gamma f_\Gamma(\gamma) \, d\gamma = \int_{0}^{1} \gamma f_\Gamma(\gamma) \, d\gamma$$  \hspace{1cm} (2.4)

and $f_\Gamma(\gamma)$ is the Probability Density Function (PDF) of $\Gamma$. Denoting as $D$ the random variable representing the “distance between the source node and one of its neighbor,” by applying the total probability theorem [38], $f_\Gamma(\gamma)$ can be rewritten as follows:

$$f_\Gamma(\gamma) = \int_{0}^{\gamma} f_\Gamma(\gamma|D = \delta) \, \mathbb{P}\{D = \delta\} \, d\delta = \int_{0}^{\gamma} f_\Gamma(\gamma|D = \delta) \, f_D(\delta) \, d\delta$$  \hspace{1cm} (2.5)
where \( f_D(\delta) \) is the PDF of \( D \). By replacing (2.5) into (2.4), one obtains:

\[
\mathbb{E}\{\Gamma\} = \int_0^1 \gamma \int_0^\gamma f_{\Gamma}(\gamma|D = \delta) \ f_D(\delta) \ d\delta \ d\gamma
\]

\[
= \int_0^1 \gamma f_{\Gamma}(\gamma|D = \delta) \ f_D(\delta) \ d\gamma \ d\delta. \tag{2.6}
\]

The PDF of \( \Gamma \), conditioned to the fact that the neighbor node is at a distance \( \delta \) from the source, is a Dirac delta function, i.e.,

\[
f_{\Gamma}(\gamma|D = \delta) = \begin{cases} 
1 & \text{if } \gamma = e^{-\frac{(z-\delta)}{c \rho}} \\
0 & \text{otherwise}.
\end{cases} \tag{2.7}
\]

Using (2.7) into (2.6) one obtains:

\[
\mathbb{E}\{\Gamma\} = \int_0^z e^{-\frac{(z-\delta)}{c \rho}} \ f_D(\delta) \ d\delta \tag{2.8}
\]

In order to find an expression for \( f_D(\delta) \), it is convenient to define a coordinate system where the source node is placed at the origin, so that \( \mathcal{C} \triangleq \{(x,y) \in \mathbb{R}^2 : x^2 + y^2 \leq z^2\} \) represents the set of coordinates within the coverage area of the source. Defining \( \mathcal{D} \triangleq \{(x,y) \in \mathbb{R}^2 : x^2 + y^2 \leq \delta^2\} \), the Cumulative Density Function (CDF) of \( D \), denoted as \( F_D(\delta) \), can be expressed as the fraction between the area of the region identified by \( \mathcal{D} \) and the coverage area, i.e.:

\[
F_D(\delta) = \mathbb{P}\{D \leq \delta\} = \frac{\pi \delta^2}{\pi z^2} = \left(\frac{\delta}{z}\right)^2. \tag{2.9}
\]

Therefore,

\[
f_D(\delta) = \frac{dF_D(\delta)}{d\delta} = \frac{2\delta}{z^2}. \tag{2.10}
\]

By replacing (4.7) into (2.8), the average retransmission probability with IF can be expressed as follows:

\[
\mathbb{E}\{\Gamma\} = \frac{2}{z^2} e^{-\frac{c}{\rho}} \int_0^z \delta e^{\frac{\delta}{c \rho}} d\delta = \frac{2c}{z^2 \rho} \left[ 1 + \frac{c}{z \rho} \left( e^{-\frac{c}{\rho}} - 1 \right) \right]. \tag{2.11}
\]
Finally, by replacing (2.11) into (2.3) one obtains the following expression for the average number of rebroadcasters in the first rebroadcast domain:

\[ N_{rtx-IF} = 2\pi c \left[ z + \frac{c}{\rho} \left( e^{-\frac{z\rho}{c}} - 1 \right) \right]. \] (2.12)

Note that, as a consistency check, for \( c \to \infty \) it follows that the right-hand side in (2.12) tends to the average number of transmissions in the first broadcast round with the flooding protocol, i.e.:

\[ \lim_{c \to +\infty} N_{rtx-IF} = \lim_{c \to +\infty} 2\pi c \left[ z + \frac{c}{\rho} \left( e^{-\frac{z\rho}{c}} - 1 \right) \right] = \pi z^2 \rho \] (2.13)

where the limit follows observing that the second-order Taylor series expansion of the term \( \exp\left(-\frac{(z\rho)}{c}\right) \) is equal to \( (1 - (z\rho)/c + (z\rho)^2/2c^2) \). We remark that, since with the flooding protocol each neighbor node rebroadcasts the RREQ packet, the average number of rebroadcasters is equal to \( N_z \) given by (2.2).

In Figure 2.4, \( N_{rtx} \) is shown, as a function of \( c \), comparing the IF protocol with flooding. The node range \( z \) is set to 100 m while the node spatial density \( \rho \) is set to 2200 nodes/km\(^2\). As expected, for very high values of \( c \), \( N_{rtx} \) with IF converges to the value obtained by flooding. It can be observed that, by setting \( c = 0.2 \), the iAODV protocol can save roughly 20 rebroadcasts with respect to the AODV protocol, which corresponds to almost 30% of saved retransmissions.

We remark that the reduction of transmitted control messages predicted by the proposed analytical framework is related to a single source node in the first round of propagation: therefore, the total number of saved rebroadcasts in the entire network can be extremely larger, especially considering dense multi-source ad hoc networks. Regarding the second and following rebroadcast rounds, computing the number of rebroadcasts is much more complicated, since it depends not only by the number of rebroadcasters in the previous rebroadcast round, but also on their specific positions. This is a challenging problem and can be considered an interesting research extension. Finally, it is worth noting that the IF strategy mitigates the BSP non only by statistically reducing the number of rebroadcasted packets, as done, for example, in [31], but also by selecting, in an average statistical sense, the best rebroadcaster nodes and adapting itself to the network conditions.
Chapter 2. Irresponsible AODV routing

Figure 2.4: Average number of retransmissions, in the first rebroadcast round of the route discovery phase, as a function of $c$. The performance of iAODV (with IF in the route discovery phase) is directly compared with that of AODV (with flooding in the route discovery phase). In both cases, the node range $z$ is set to 100 m while the node spatial density $\rho$ is set to 2200 nodes/km$^2$.

2.4 Simulation Setup

In this section, the simulation set-up behind the performance analysis of the iAODV protocol is detailed. In particular, the three relevant and complementary networking scenarios of interest (pedestrian, pedestrian-vehicular, and vehicular) are described together with the selected performance metrics. All simulations are carried out with the ns-3 (ns-3.19) tool [39]. In all simulated scenarios: the number of nodes in network is denoted by $N$; each node has the same transmission range $z$ (dimension: [m]); each source node generates packets of dimension $P_s$ (dimension: [byte/pkt]) at a packet generation rate $\lambda$ (dimension: [pkt/sec]). The packets are then transmitted with a fixed data rate (on the wireless channel) $R = 1$ Mbps. The number of source nodes is
denoted as $N_{tx}$ and the corresponding destinations are randomly chosen among the set of all nodes. Since unicast transmissions are considered, the number of destinations is at most equal to $N_{tx}$. In particular, a single node may happen to be the destination for more than one source node.

At the network layer, the performance of iAODV is compared with those of AODV and AODV+G protocols [31]. As already mentioned in Section 1.3.5, the AODV+G protocol, embeds a static probabilistic broadcast in the route discovery process of the AODV protocol. In particular, the retransmission probability of the AODV+G protocol is set to $p = 0.65$ [31]. The characteristic control parameters of AODV, AODV+G, and iAODV protocols, outlined in Subsection 1.3.3, are set as indicated in [25], namely: *hello interval* = 1 sec and *allowed hello loss* = 2. For the lower layers, the wireless communication protocol stack defined by the ad-hoc IEEE 802.11b standard is used [8].

### 2.4.1 Pedestrian Scenario

This kind of scenario is representative for opportunistic ad-hoc networks of smartphones or tablets (namely, social proximity networks [19]). Since nodes correspond to pedestrians, this scenario is characterized by high node spatial density and low node speed. For example, one can imagine an application where a pedestrian may seldom send a very short information packet (e.g., containing his/her position) to intended destinations—for example this position information could be sent periodically, with a relatively long period (because of the low speed of the considered terminals). For the sake of performance analysis, nodes are assumed to be uniformly positioned over a square region with side $L$ (dimension: [m]) given by:

$$L = \sqrt{\frac{N}{\rho}} \quad (2.14)$$

All nodes move according to the mobility model “RandomWayPointMobilityModel,” available in ns-3, with speed $s_p$ (dimension: [m/sec]).

An illustrative example of a pedestrian scenario with $N = 180$ nodes and $\rho = 1700$ nodes/km² is shown in Figure 2.5. The length of the side of the square region is
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Figure 2.5: Illustrative example of pedestrian scenario. $N = 180$ nodes are deployed over a square region with a side $L \simeq 325$ m and a node spatial density $\rho = 1700$ nodes/km$^2$. For the sake of clarity, the speed vector (solid lines with arrows) are shown only for a few representative nodes. Multi-hop paths are represented through dashed lines.

$L \simeq 325$ m.

2.4.2 Pedestrian-Vehicular Scenario

In a pedestrian-vehicular scenario, both vehicles and pedestrians are present, so that a designer has to deal with heterogeneous devices, in terms of both speed and mobility patterns.

We define a scenario constituted by a single road, with two lanes, which surrounds a square region populated by pedestrians. The side of the square region is set as in the pedestrian scenario of Subsection 2.4.1, i.e., is given by (2.14). Nodes can be of two types: pedestrian or vehicular. In particular, $N_{\text{ped}}$ pedestrian nodes are positioned randomly in the inner square region and move, without crossing the surrounding roads, with the same mobility model of the pedestrian scenario in Subsection 2.4.1 (i.e., ran-
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Figure 2.6: Illustrative example of *pedestrian-vehicular* scenario. $N_{\text{veh}} = 14$ vehicular nodes are positioned along the road while $N_{\text{ped}} = 56$ pedestrians are positioned into the inner square. For the sake of clarity, the speed vector (solid lines with arrows) is shown only for a few representative nodes. Multi-hop paths are represented through dashed lines.

... (random way point). The number of vehicles is denoted as $N_{\text{veh}}$ and they are assumed to move along the road in a single driving direction. The ratio $N_{\text{ped}}/N_{\text{veh}}$ is fixed and set to 4—this is realistic for a “popular” square (e.g., a square with touristic attractions). The movement of the vehicles is generated with the SUMO open-source mobility simulator [40] integrated with the ns-3 simulator [41]. SUMO is a road traffic simulator that allows to create a vehicular scenario by using one of its external tools or by converting an existing map.

In Figure 2.6, an illustrative example of the scenario at hand, with $N_{\text{ped}} = 56$ and $N_{\text{veh}} = 14$, is shown.
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2.4.3 Vehicular Scenario

The considered vehicular scenario is representative for the center of a large European city with many road intersections. In this kind of scenario, roads are typically narrow, with a single lane and a single driving direction. Moreover, the nodes’ speeds are highly heterogeneous: in fact, although vehicles can move fast, they are constrained to abide by the traffic rules (priorities, traffic lights, etc.) forming queues and thus slowing down the overall vehicular traffic mobility. Since this highly dynamic mobility can strongly affect the performance of the used routing protocols, realistic VANET mobility models must be taken into account. In the last years, many approaches have been proposed in order to derive realistic mobility models for VANETs [40, 42]. In order to simulate realistic vehicular mobility, the Open Street Maps (OSM) tool [43] is exploited. OSM provides open and editable maps of the real world which can be exported into the SUMO format in order to obtain real-world vehicular mobility. Then, by integrating SUMO into ns-3, realistic VANET simulations can be run. As a representative vehicular scenario, a portion of the city center of Paris (namely the district between “Parc de la Plachette” and the “Montmartre cemetery”), shown in Figure 2.7, has been selected.

2.4.4 Performance Metrics

The simulation-based performance analysis is carried out investigating the following metrics: the throughput $S$ (adimensional), the end-to-end delay $D$ (dimension: [sec]), the total number of broadcasted packets $N_{\text{broad}}$ (dimension: [pkt]), and the average communication distance $d_{\text{com}}$ (dimension: [m]). We now shortly describe the considered metrics. The throughput is defined as the ratio between the number of packets that reach the intended destinations and all transmitted packets. The end-to-end delay is defined as the time during which a single packet stays in the network, from the generation instant (at its source) to the instant at which it reaches its destination. The end-to-end delay is obtained as the average of all per-packet delays. The total number of broadcasted packets is given by the sum of the number $N_{\text{hello}}$ of hello messages and the number $N_{\text{RRREQ}}$ of RREQ packets transmitted during the entire simulation.
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2.5.1 Simulation Results in Pedestrian Scenarios

In Figure 2.8, the performances of AODV, iAODV, and AODV+G protocols, in terms of (a) throughput and (b) delay, as functions of the packet generation rate $\lambda$, are directly compared. The main network parameters are set as follows: $P_s = 40$ byte/pkt,
Figure 2.8: AODV, iAODV, and AODV+G protocols are directly compared, in terms of (a) throughput and (b) delay as functions of $\lambda$, in a pedestrian scenario. In all cases: $P_s = 40$ byte/pkt, $\rho = 1700$ node/km$^2$, $N = 180$ nodes, $N_{tx} = 40$ nodes, and $s_p = 1.5$ m/sec.
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\( \rho = 1700 \) nodes/km\(^2\), \( N = 180 \) nodes, \( N_{tx} = 40 \) nodes, and \( s_p = 1.5 \) m/sec. First of all, it can be observed that the iAODV protocol outperforms AODV and AODV+G protocols for all the considered values of packet generation rate. All the considered protocols reach the so-called saturation condition (in terms of throughput and delay) for large values of \( \lambda \) (namely, \( \lambda \geq 40 \) pkt/sec) \cite{44}. More precisely, the network reaches a saturation regime when each source has always at least one packet in its transmission queue, so that increasing further \( \lambda \) does not change the network conditions and \( S \) and \( D \) remain approximately constant. The accumulation of packets in the transmission queues occurs for large values of \( \lambda \) also because, when the network load is high, the backoff mechanism of the lower layers (IEEE 802.11b) slows down the transmissions, in order to avoid collisions, as much as possible.

Focusing on Figure 2.8 (a), it can be observed that using the iAODV protocol, the network reaches the saturation conditions more slowly with respect to the AODV protocol. This is because, for a given value of \( \lambda \), the iAODV protocol uses a smaller number of RREQ messages, with respect to the AODV protocol, leading to lower channel contention and faster transmissions, which, in turn, reduce the packets’ queuing. These observations are confirmed by the delay results, which show that the delay of the iAODV protocol is significantly lower than that of the AODV protocol: this means that a single packet reaches its destination with a smaller number of backoffs, because of limited channel contentions, along the traversed hops.

Note that, in Figure 2.8, the performance of the AODV+G protocol is slightly better than, but trend-wise very similar to, that of the AODV protocol. It is worth noting that the AODV+G protocol, although designed to reduce the BSP, is outperformed by the iAODV protocol for all the considered values of \( \lambda \). This is mainly due to the AODV+G protocol’s inability to effectively select the rebroadcaster nodes. By selecting the rebroadcasters in a random manner, the AODV+G protocol leads to the creation of multi-hop routes with a larger number of hops with respect to the iAODV protocol. This, in turn, increases the collision probability and the number of experienced backoffs.

In order to explore the amount of traffic overhead generated by the considered routing protocols in the pedestrian scenario, in Figure 2.9 \( N_{broad} \) is shown, as a func-
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Figure 2.9: Total number of broadcasted packets, as functions of \( \lambda \), in the pedestrian scenario. The AODV, iAODV and AODV+G protocols are compared. In all cases: \( P_s = 40 \) byte/pkt, \( \rho = 1700 \) node/km\(^2\), \( N = 180 \) nodes, \( N_{tx} = 40 \) nodes, and \( s_p = 1.5 \) m/sec.

It can be observed that the use of iAODV significantly limits the number of broadcasted messages, especially in the saturation regime (high traffic load). This leads to a better occupation of the radio channel, thus justifying the global performance improvement observed in Figure 2.8. Note that the modifications made in the route discovery process (from AODV to iAODV) do not affect the broadcast of hello messages. However, in this kind of scenario the total number \( N_{hello} \) of hello messages is negligible with respect the total number \( N_{RREQ} \) of generated RREQ packets.

Focusing on the performance of the AODV+G protocol in Figure 2.9, it can be observed that the number of RREQ packets reduces as well, with respect to the AODV protocol, limiting the BSP. However, the iAODV protocol uses a significantly smaller number of RREQ packets than the AODV+G protocol, while still guaranteeing better performance. As already observed, this is due to the fact that the iAODV protocol
selects more efficiently the rebroadcaster nodes. For example, for $\lambda = 16$ pkt/sec, the AODV+G protocol saves roughly 39% of redundant RREQ packets with $S \simeq 0.17$ (low throughput), while the iAODV protocol can save 90% of rebroadcasts while still guaranteeing $S \simeq 0.7$.

As already said, the IF strategy takes into account the node spatial density. In this way, the overall retransmission probability adapts itself to the network conditions. In order to get more insights about this feature of IF embedded into iAODV, the impact of the node spatial density on the performance of the considered protocols is investigated. The node spatial density is changed by varying the number of nodes and keeping the simulation area (i.e., the side $L$) fixed. In Figure 2.10, a comparative analysis of iAODV, AODV, and AODV+G protocols is carried out in a three-dimensional space, jointly considering node spatial density, throughput, and delay. For each value of $\rho$, the corresponding values of $S$ and $D$ are computed and the point $(\rho, S, D)$ is drawn for all the considered protocols. The packet generation rate $\lambda$ is fixed to 3.33 pkt/sec and the remaining simulation parameters are set as in Figure 2.8. The
projections of all curves on all possible planes (namely: \((S, \rho), (D, \rho), (D, S)\)) are also shown.

• The projections on the plane \((D, \rho)\) show that the node spatial density has a negative impact on the delay performance of the AODV protocol. Increasing \(\rho\) leads to an increase of the channel contention level, as there are more and more nodes within the transmission range of each other, thus increasing the collision probability. However, it can be observed that the delay of the iAODV protocol is constant with respect to the node spatial density and this proves that IF can adapt effectively its behaviour to the network conditions. The performance of the AODV+G protocol lies between those of AODV and iAODV protocols, with a trend similar to that of the AODV protocol.

• Considering the projections on the plane \((S, \rho)\), it can be concluded that the same insights drawn for \(D\) are valid also for \(S\). In particular, this performance metric becomes approximately independent of the node spatial density with the use of the iAODV protocol.

• Considering the projections on the plane \((D, S)\), the overall independence of the performance of the iAODV protocol from the node spatial density becomes evident. Conversely, the AODV+G protocol, which limits the BSP in a static manner, cannot adapt itself to the network conditions and its performance degrades for high values of \(\rho\).

In Figure 2.11, the average communication distance \(d_{\text{com}}\) is shown as a function of \(\rho\), in the same conditions of Figure 2.10. The more efficient channel utilization brought by IF allows to support longer communication distances. This means that a single packet can be transmitted across multiple hops without being affected by collisions. At the opposite, the route discovery process of the AODV protocol floods the network with RREQ messages, increasing the probability of collisions and reducing the number of successful hops, thus making only destinations close to the source reachable. This aspect becomes more evident for higher node spatial densities (and, correspondingly, channel contention levels). On the contrary, with the iAODV protocol \(d_{\text{com}}\) seems to be independent of the node spatial density, as already observed
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Figure 2.11: Average communication distance, as a function of $\rho$, in the pedestrian scenario: AODV iAODV and AODV+G are compared. In all cases: $P_s = 40$ byte/pkt, $\lambda = 3.33$ pkt/sec, $N_{tx} = 40$ nodes, and $s_p = 1.5$ m/sec.

As already observed before, the performance of the AODV+G protocol is trend-wise similar to that of the AODV protocol, with a performance improvement significantly smaller than that guaranteed by the iAODV protocol.

As mentioned in Subsection 2.4.1, the pedestrian scenario is relevant to an application where pedestrians may send very short data and, in this case, the value of the packet generation rate could be relatively small. In this type of scenario, the obtained results show that the iAODV protocol outperforms the AODV and AODV+G protocols in all considered network conditions, even for medium-low values of $\lambda$. For example, with reference to Figure 2.8 (a) it can be observed that, for $\lambda = 10$ pkt/sec, using iAODV leads to a throughput increase, with respect to AODV/AODV+G, of about 73%/26%.
2.5.2 Simulation Results in Pedestrian-Vehicular Scenarios

As anticipated in Subsection 2.4.2, the pedestrian-vehicular scenario is characterized by the presence of both pedestrians and vehicles. With respect to the pedestrian scenario, smaller values of the number of devices and of the node spatial density have been considered—this is expedient to evaluate the efficiency of the iAODV protocol even in sparse networks scenarios. Since, in this scenario, the amount of information to be sent is not necessarily limited, accurate modeling calls for higher values of $P_s$ and $\lambda$.

In Figure 2.12, (a) the throughput $S$ and (b) the delay $D$ are shown as functions of $\lambda$, comparing directly iAODV, AODV, and AODV+G protocols. The main system parameters are set as follows: $N = 160$ nodes, $\rho = 900$ nodes/km$^2$, $N_{tx} = 30$ nodes, $P_s = 128$ byte/pkt, $s_p = 1.5$ m/sec, and $c = 0.3$. Note that the packet generation rate may reach values which are twice the maximum value considered in the pedestrian case. Focusing on Figure 2.12 (a), it can be observed that, for low values of $\lambda$, all protocols have roughly the same performance. This is because, with respect to the pedestrian scenario, the values of $N$ and $N_{tx}$ are smaller, and the node spatial density is almost halved. In these conditions, even considering a higher value of $P_s$, the channel contention is strongly reduced, so that even the flooding strategy, used by AODV in the route discovery process, can perform well. However, for medium-high values of the packet generation rate, the inefficient use of the channel brought by flooding leads the AODV protocol to a fast performance degradation. Focusing on the AODV+G protocol, it can be observed that, even though it outperforms the AODV protocol, it incurs a significant performance degradation for medium-high values of the network load. Conversely, with the iAODV protocol the network does not reach the saturation conditions even for the highest considered values of $\lambda$. The delay performance, shown in Figure 2.12 (b), confirms these conclusions: for low values of $\lambda$, all protocols have good performance; for higher values of $\lambda$, the delays of the AODV and AODV+G protocols increase, while the delay of the iAODV protocol remains very low.

In addition to the packet generation rate, another parameter that strongly affects the total amount of information sent is the packet size $P_s$. In Figure 2.13, a three
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Figure 2.12: (a) Throughput and (b) delay, as functions of $\lambda$, in the pedestrian-vehicular scenario: the AODV, AODV+G and iAODV protocols are compared. In all cases: $N = 160$ nodes, $\rho = 900$ nodes/km$^2$, $N_{tx} = 30$ nodes, $P_s = 128$ byte/pkt, $s_p = 1.5$ m/sec, and $c = 0.3$. 
Figure 2.13: Three-dimensional (delay, throughput, and $P_s$) characterization, in the pedestrian-vehicular scenario: the AODV, AODV+G, and iAODV protocols are compared. In all cases: $N = 160$ nodes, $\rho = 900$ nodes/km$^2$, $N_{tx} = 30$ nodes, $\lambda = 4$ pkt/sec, $s_p = 1.5$ m/sec, and $c = 0.3$.

dimensional performance analysis is carried out jointly considering $D$, $S$, and $P_s$. The main system parameters are set as in Figure 2.12: in particular, the value of $\lambda$ is set to 4 pkt/sec. It can be observed that the iAODV protocol outperforms the AODV protocol for all considered values of $P_s$. As usual, by focusing on the projections of the curves on the three “side planes,” the following insights can be derived.

- From the projection on the plane $(D, P_s)$, it can be observed that increasing the value of the packet size the delay entailed by the AODV protocol explodes. This is due to the fact that with longer packets, a transmission act takes longer, i.e., the channel is “captured” for a longer time. This results in a higher collision probability and leads to network saturation even for low values of $\lambda$. However, using the iAODV protocol, the delay does not explode: this is because limiting the number of transmitted RREQ packets saves bandwidth and the channel can thus be used for longer transmissions without the need of a frequent use of the
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backoff mechanisms.

- From the projection on the plane \((S, P_s)\), it can be observed that an increase of \(P_s\) leads, again, to a performance degradation of the AODV protocol. For large values of \(P_s\), the iAODV protocol prevents the network from entering into the saturation regime, thus guaranteeing a better utilization of the radio channel. This makes the throughput of the iAODV protocol to remain almost constant for all the considered values of \(P_s\).

- From the projection on the plane \((S, D)\), it can be observed that the performance of the iAODV protocol is basically independent from \(P_s\). As already observed before, even though the AODV+G protocol outperforms the AODV protocol, its performance does not remain acceptable for increasing values of \(P_s\).

2.5.3 Simulation Results in Vehicular Scenarios

As anticipated in Subsection 2.4.3, a vehicular scenario representative of a big city center is considered. In particular, vehicular traffic has been simulated in a real portion of the city center of Paris. As mentioned, in such scenario nodes’ mobility can strongly affect the performance of a routing protocol. Therefore, accurate modeling is crucial for the evaluation of different vehicular traffic conditions.

In Figure 2.14, the performances of the considered routing protocols, in terms of \(S\) and \(D\) as functions of \(\lambda\), are shown through a three-dimensional representation. The main system parameters are set as follows: \(N = 100\) nodes, \(P_s = 128\) byte/pkt, \(N_{tx} = 40\) nodes, and \(c = 0.3\). It can be observed that the results are quite similar to those obtained in the pedestrian-vehicular scenario (Figure 2.12). In particular, while the performances of all protocols are very similar for small values of \(\lambda\), the iAODV protocol outperforms the AODV and AODV+G protocols for medium-high values of the network load. The reason of this behaviour is mainly due to the fact that, in the simulated settings, the vehicular scenario includes both vehicles which are free to move and queued vehicles. Therefore, this scenario can be interpreted as a pedestrian-vehicular scenario in which pedestrians correspond to the queued vehicles (almost static).
Figure 2.14: Three-dimensional characterization of delay and throughput, as functions of $\lambda$, in the \textit{vehicular scenario}: the AODV, AODV+G, and iAODV protocols are compared. In all cases: $N = 100$ nodes, $P_s = 128$ byte/pkt, $N_{tx} = 40$ nodes, and $c = 0.3$.

In order to obtain an exhaustive analysis considering different vehicular traffic conditions, the impact of the number $N$ of vehicles is analyzed. For small values of $N$, the light traffic conditions allow vehicles to move fast. Conversely, for large values of $N$ the road traffic is congested and the creation of long queues of vehicles slows down the overall vehicular mobility. In Figure 2.15, the performances of the considered routing protocols, in terms of (a) throughput and (b) delay, as functions of $N$, are shown. The main network parameters are set as follows: $\lambda = 12$ pkt/sec, $P_s = 128$ byte/pkt, and $c = 0.3$. Regarding $N_{tx}$, the ratio $N_{tx}/N$ is fixed and equal to 2/3. It can be observed that, for light road traffic conditions, all routing protocols have a similar performance in terms of both $S$ and $D$. When the vehicular traffic is light, there are no queued vehicles, and the node spatial density reduces: the AODV protocol can thus perform well since the channel contention level is quite low. However, for increasing values of $N$, vehicular traffic congestion corresponds to a significant increase of the node spatial density and the available bandwidth thus reduces: the
Figure 2.15: (a) Throughput and (b) delay, as functions of $N$, in the \textit{vehicular scenario}. The AODV, AODV+G, iAODV protocols are directly compared. In all cases: $\lambda = 12 \text{ pkt/sec}$, $P_s = 128 \text{ byte/pkt}$, $N_{tx} = 2N/3$, and $c = 0.3$. 
wasteful use, caused by flooding, of the radio channel degrades the performance of the AODV protocol. As already observed in the previously analyzed scenarios, the AODV+G protocol cannot guarantee a high performance for increasing values of the node spatial density. Conversely, the iAODV protocol, by effectively adapting itself to the network conditions, guarantees a good performance, in terms of $S$ and $D$, even in heavy road traffic conditions.

2.6 Conclusions

In this chapter, a novel reactive routing protocol, denoted as iAODV has been proposed. This protocol is derived from the AODV protocol by replacing the flooding mechanism used in its route discovery phase with the probabilistic forwarding mechanism denoted as IF. Three scenarios have been considered: the first one is representative of a pedestrian ad hoc network; the second is representative of a pedestrian-vehicular scenario which involves both vehicles and pedestrian nodes; the third is a vehicular scenario corresponding to a real portion of the city center of Paris. In all cases, and for almost all the considered values of the network parameters, the iAODV protocol outperforms the AODV protocol and the AODV+G protocol. This is mainly due to the fact that the number of control messages is effectively reduced by the use of IF, thus reducing the contention level and making the channel utilization more efficient.

We remark that the proposed IF-based route discovery process can be applied to any reactive routing protocol which shares the same route discovery phase of the AODV protocol, e.g., the DSR protocol. This represents an interesting research extension.
Chapter 3

Decentralized Detection in clustered VSNs

3.1 Introduction

In the last decade, commercial vehicles have witnessed an exponential growth of their sensing, computational, and communication capabilities. This huge improvement is enabling the implementation of a large number of innovative services and applications, including: safety, traffic management, smart navigation, environmental monitoring, etc. By exploiting their sensing and communication capabilities, the vehicles can cooperate to create so-called Vehicular Sensor Networks (VSNs) [45]. VSNs have peculiar characteristics at various levels, from communication, networking, and data processing. From a communication perspective, the vehicles continuously gather, process, and share location-relevant sensor data (e.g., road conditions, pollution, etc.). Information collection and dissemination can be performed using inter-vehicular communications [46] and/or relying on the presence of roadside infrastructure [47]. Moreover, each vehicle is likely to contain at least a smartphone, which is itself a powerful sensing platform. In this context, cluster-based networking is an attractive solution to reduce network congestion and to simplify routing and data aggregation/dissemination [48].
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The goal of this chapter is to present a decentralized detection scheme for data acquisition in clustered VSNs, which fits well with the requirements of on-demand detection applications. In particular, the proposed scheme might be used to determine, in a timely manner, if in a given city area (e.g., several blocks) there has been a critical situation (e.g., road congestion). A possible application of interest is the dissemination of this information to prevent other vehicles from running into this congested area (e.g., adaptive cruise control for congestion avoidance [53, 54]). The proposed sensing and detection scheme foresees a two-phase communication mechanism. First of all, a downlink phase is triggered by a remote sink, with data collection duties, in order to form a clustered topology, constituted by ephemeral clusters (i.e., with limited lifetime) with associated Cluster Heads (CHs). The downlink phase is carried out through an innovative protocol, denoted as Cluster-head Election Irresponsible Forwarding (CEIF), which significantly improves the multihop probabilistic broadcast protocol, denoted as CIF, originally proposed in [55]. The so-formed clustered VSN is then used, during the (second) uplink phase, for data aggregation and/or local per-cluster fusion carried out at the CHs.

The performance of CEIF is analyzed by considering realistic dynamic (“on the move”) conditions, in both highway-like and urban-like mobility scenarios. In particular, the performance of the proposed VSN clustered decentralized detection scheme is investigated considering mostly IEEE 802.11b communications between smartphones, as well as IEEE 802.11p between vehicles. A reclustering procedure, to be activated after ephemerals clusters break, is also presented.

This chapter is structured as follows. In Section 3.2 and Section 3.3, preliminaries on the system and communication models, respectively, are provided. In Section 3.4, the decentralized detection mechanism is described. In Section 3.5, the performance of the proposed scheme is analyzed in a static scenario, i.e., under average steady-state conditions. In Section 3.6, the impact of mobility on the system performance in highway-like scenarios is analyzed, from both clustering and sensing points of view. In Section 3.7, the system performance is investigated in a realistic urban-like scenario. Finally, concluding remarks are given in Section 3.8.
3.2 System Model

Figure 3.1 shows the linear network topology of reference for a VSN: $N$ nodes are placed in a one-dimensional scenario. This is representative of a highway-like scenario—in Section 3.7, an urban-like scenario will be considered. Each node is uniquely identified by an index $i \in \{1, 2, \ldots, N\}$. The source node, denoted as node 0, is placed at the left end of the network. In order to derive the proposed clustering protocol (i.e., CEIF), steady-state conditions are first considered, i.e., a static network where nodes are positioned according to a one-dimensional Poisson point process with parameter $\rho_s$, where $\rho_s$ is the linear vehicle spatial density (dimension: \([\text{veh/m}]\))—the validity of this assumption is confirmed by empirical traffic data [57]. In Section 3.6, this assumption will be relaxed by analyzing more realistic VSNs with mobile nodes.

Each vehicle has a fixed transmission range, denoted as $z$ (dimension: \([\text{m}]\)), which depends on the transmit power and on the propagation model. In particular, the latter is assumed to be deterministic and the following models will be considered: Friis and Two Ray Ground [58]. Each vehicle is equipped with a GPS receiver—namely, each on-board smartphone. As a consequence, each vehicle knows its own position at any given time—this is realistic in most vehicular conditions (but galleries). The maximum network length of the linear VSN is denoted as $L$ (dimension: \([\text{m}]\)), so that the number $N$ of vehicles in $[0, L]$ can be modeled as a Poisson random variable with parameter $\rho_s L$.

All vehicles observe a spatially constant phenomenon, i.e., a phenomenon whose
status does not change from vehicle to vehicle along the road. For example, vehicles could monitor if the average vehicle spatial density on the road overcomes a critical threshold (i.e., there is traffic congestion): the VNS would declare that it does if it is declared by most of the vehicles on the road. This phenomenon is typical in applications such as adaptive cruise control, where the information on the local road conditions may be used to improve the behavior of vehicles approaching that road [53, 54]. The observed binary phenomenon can be generally modeled as follows:

\[ H = \begin{cases} 
    H_0 & \text{with probability } p_0 \\
    H_1 & \text{with probability } 1 - p_0 
\end{cases} \]

where \( p_0 \triangleq \mathbb{P}\{H = H_0\} \), being \( \mathbb{P}\{\mathcal{A}\} \) the probability that the event \( \mathcal{A} \) happens. The value \( H_0 \) can be interpreted as representative of a situation where the underlying physical phenomenon is, on average (along the road), below a given threshold. At the opposite, the value \( H_1 \) corresponds to the fact that the underlying physical phenomenon is, on average (along the road), above a given threshold. In the following, for notational simplicity, it will be considered that \( H_0 = 0 \) and \( H_1 = 1 \).

3.3 Inter-vehicle Communications and Clustered VANET Creation

In this section, the communication model behind the proposed VSN-based distributed detection scheme is introduced. First, a downlink phase is envisioned, where the sink broadcasts a query to all vehicles in the network, in order to obtain information about the phenomenon of interest. During this phase, the CEIF protocol, besides guaranteeing fast information dissemination, automatically creates a clustered VNS topology: each cluster has a single CH and all vehicles in the cluster communicate directly to it. After a clustered network topology has been generated, during the uplink phase in each cluster the data sensed by the vehicles (namely, by on-board smartphones) are sent to their corresponding CH where local (per cluster) fusion is performed. Then, the fused data are transferred from CHs to the sink, which takes the final decision
on the status of the observed phenomenon. The uplink collection phase has to be completed before the clusters break down because of nodes’ mobility [59].

3.3.1 Downlink Phase

Before illustrating the basic operational principle of the CEIF protocol, it may be helpful to define the basic concept of Transmission Domain (TD). In general, in multi-hop broadcasting scenarios a source node starts transmitting a packet which is directed to all other nodes in the network. This initial transmission is denoted as the 0-th hop transmission, while the source itself identifies the so-called 0-th TD. The packet transmitted by the source is then received by its neighbors, which rebroadcast the packet in order to propagate it to all nodes which are beyond the source node range—these neighbors constitute the 1-st TD. In general, the group of nodes that rebroadcast in \( j \)-th transmission hop is defined as TD\(_j\). In the “basic” linear scenario described in Section 3.2, the number of TDs required to cover all the network is a random variable, denoted as \( N_{TD} \), taking values in the set \( \{\lceil L/z \rceil, \lceil L/z \rceil + 1, \ldots, N\} \).

The CEIF protocol has been designed in order to choose a single CH in every TD, thus creating a unique set of communicating CHs able to cover the entire area of interest. The nodes which are not designated as CHs become children of a CH, leading to the formation of clusters with similar dimensions. The CEIF protocol relies on 3 types of control packets: (i) Cluster Initialization Packet (CIP); (ii) Probe Packet (PP); (iii) Cluster Confirmation Packet (CCP). In Figure 3.2, for illustrative purposes, the message exchange is shown in TD\(_1\). More generally, CEIF involves two main operational subphases, which can be described as follows.

The first subphase requires the execution of three steps in every TD of the network (sequentially starting from TD\(_1\)) and terminates when the three basic steps have been completed in all TDs. We now describe the basic three steps with reference to the \( j \)-th TD (\( j = 1, \ldots, N_{TD} \)).

I.A At a generic instant \( t_1 \), a node of TD\(_{j-1}\) (the remote sink in the case of \( j = 1 \)) sends a CIP with a transmit power \( P_{t}^{\text{CIP}} \), containing its own position and a unique IDentification (ID). Upon the reception of a CIP from a node of TD\(_{j-1}\),
Figure 3.2: Sequence of operation carried out by the CEIF protocol in TD$_1$.

the receiver automatically becomes a member of TD$_j$.

I.B At $t_2 = t_1 + \varepsilon$, where $\varepsilon$ accounts for on-board processing time, the nodes of TD$_j$ start competing to designate a CH. In particular, every node in TD$_j$ elects itself as “candidate CH” according to the PAF (2.1) given by IF. At this point, each candidate CH schedules the retransmission of a very short PP bearing: (i) the distance $d$ from the sender of the CIP, and (ii) the ID of the CIP. Nodes which do not elect itself candidate CH simply discard the CIP. The PPs are not forwarded and are transmitted with a high priority, in order to reduce the overall latency, and with a low power which has been heuristically set to $P_{PP} = P_{CIP}/4$, in order to reduce network congestion and channel interference. Every candidate CH node sends a PP and then waits for a short interval, denoted as $T_{PP}^w$ (dimension: [ms]): if, within this interval, it receives at least a PP containing a value of distance larger than its own, it stops forwarding and discards the packet; otherwise, it jumps to step I.C.

I.C At $t_3 = t_2 + T_{PP}^w$, the CIP is finally forwarded by the designated forwarding nodes of TD$_j$. The first subphase can be considered completed when the nodes...
of the last TD send their CIPs. Note that, since PPs are transmitted with a lower power, with respect to CIP, more than one candidate CH node may broadcast the CIP. For example, in Figure 3.2 both nodes B and F rebroadcast the CIP.

The goal of the second subphase is to determine the actual CHs. It begins at epoch $t_4 = t_1 + T_{CIP}^w$, where $T_{CIP}^w \gg N_{TD}(\epsilon + T_{PP}^w)$ in order to guarantee that the second subphase starts after the average time required by the first subphase to complete. Initially, on the basis of its own information, every node shall elect its own CH. Note that a candidate CH can become aware of being the farthest candidate CH of its TD by simply listening to the CIP transmitted by the other candidate CHs of the same TD in the first subphase. If this is the case, the candidate CH elects itself as CH for its TD. At the same time (i.e., at $t_4$), the sink sends a CCP that shall be retransmitted only by the CHs, till the end of the network. By simply listening to the CCP, the remaining nodes can become aware of the identity of the true CHs.

According to the subphases of the downlink phase summarized above, the CEIF protocol can efficiently build, in a decentralized manner, a clustered topology, where each node elects its own CH without pursuing a common global consensus.

### 3.3.2 Uplink Phase

The uplink phase exploits the clustered topology created during the downlink phase. More precisely, during the uplink phase, the data acquired by the $N$ vehicles of the VSN are transmitted to the final remote sink in order to estimate the phenomenon status. Note that, unlike a static wireless sensor network, the created VSN can be used as long as its structure does not break down because of vehicle mobility. In other words, there is a maximum amount of data which can be collected. The impact of mobility will be investigated in detail in Section 3.6.

The observed signal at the $i$-th vehicle can be expressed as

$$ r_i = H \cdot s + w_i \quad i = 1, \ldots, N $$

(3.1)

where $\{w_i\}$ are additive noise samples and $s$, which models the sensing quality, is considered as a deterministic quantity (the same for all vehicles). In particular, the
parameter \( s \) is related to the sensor sensitivity. Assuming that the noise samples \( \{w_i\} \)
are independent random variables with the same Gaussian distribution \( \mathcal{N}(0, \sigma^2) \), the
common observation signal-to-noise ratio (SNR) at the vehicles is \( \text{SNR}_{\text{obs}} \equiv s^2 / \sigma^2 \)
[52]. Each vehicle makes a decision comparing its observation \( r_i \) with a threshold value \( \tau = s / 2 \)
and computes a local decision \( u_i = U(r_i - \tau) \), where \( U(\cdot) \) is the unit
step function. Note that a vehicle could transmit one single decision per packet or,
by collecting consecutive phenomenon observations, it could transmit packets with
a larger number of decisions. The selected strategy depends on the desired trade-off
between data and overhead per transmitted packet. However, investigating this aspect
goes beyond the scope of this analysis.

Suppose that during the downlink phase the CEIF protocol has led to the creation
of \( N_c < N \) clusters. Each vehicle can communicate only with its local CH. Possible
clustered topologies are shown in Figure 3.3, according to the particular communication strategy towards the remote sink: (a) direct communications between the CHs
and the sink (e.g., through an infrastructure-based network) and (b) multi-hop communications from the CHs to the sink.

It is worth noting that in Figure 3.3, the sink is able to communicate with all the
CHs, during the VSN lifetime, while they are moving. This may be a crucial issue in
the presence of WiFi communications between the CHs and the sink. However, this
limitation can be overcome assuming that the sink is a “logical” sink (e.g., a server
in the cloud) and CHs can communicate with it through cellular communications
(3G/4G). This, for instance, is the cross-network approach proposed in [60, 61]. In
the remainder of the chapter, this aspect is not further discussed, assuming that a CH,
which has to communicate with the remote sink, can actually do it.

3.4 Fusion Rule and Probability of Error

According to the theoretical framework presented in [52], in the presence of a spatially constant phenomenon a key performance indicator is the probability of decision error on the final phenomenon status estimate at the remote sink. This probability can
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Figure 3.3: Network topologies (upper part) and their logical representations (lower part): (a) direct communications between CHs and remote sink (b) multi-hop communications between CHs and remote sink.

be expressed as:

$$\overline{P}_e = P\{\hat{H} = H_1|H_0\}P\{H_0\} + P\{\hat{H} = H_0|H_1\}P\{H_1\}$$

where $\hat{H}$ is the phenomenon estimate and the probabilities $\{P\{\hat{H} = H_i|H_m\}\}_{i,m=0}^1$ depend on the particular network topology (number of clusters and sensors per cluster) and the considered fusion rule. The fusion rule to be considered, either at a CH or at the remote sink, can be given by the following general expression:

$$\Phi(x_1,\ldots,x_M;k) \triangleq \begin{cases} 0 & \text{if } \sum_{m=1}^{M} x_m < k \\ 1 & \text{if } \sum_{m=1}^{M} x_m \geq k \end{cases} \quad (3.2)$$

where $x_1,\ldots,x_M$ are $M$ binary data ($x_m \in \{0,1\}$) to be fused together and $k$ is the decision threshold. For even values of $M$, $k = M/2$; for odd values of $M$, $k = \lfloor M/2 \rfloor + 1$. Note that the binary data $\{x_m\}$ may be the data observed at the vehicles and to
be fused together at the CH or the data, generated by the CHs, to be fused at the remote sink. The fusion rule in (3.2) is a majority fusion rule which guarantees a good performance in the presence of a phenomenon with equally likely statuses.

For a fixed value of the number of clusters, denoted as $N_c$, a clustered network topology can be described by the vector $\mathcal{D} \equiv (\mathcal{D}_c^{(1)}, \mathcal{D}_c^{(2)}, \ldots, \mathcal{D}_c^{(N_c)})$, where $\mathcal{D}_c^{(j)}$ is the number of nodes in the generic $j$-th cluster ($j = 1, \ldots, N_c$). As detailed in [52], if the network topology $\mathcal{D}$ varies, the amount of information fused at each CH changes and, in turn, the probability of error changes as well. Therefore, the probability of error is a function of $\mathcal{D}$ and it is meaningful to compute the average, with respect to the Probability Mass Function (PMF) of $\mathcal{D}$. In order to do this, the PMFs of $\mathcal{D}_c^{(j)}$, $j = 1, 2, \ldots, N_c$, and $N_c$ are needed in (3.3). For the ease of simplicity, the value of the number $N_c$ of clusters is set to its average $\overline{N}_c$. Under these assumptions, the average probability of decision error, with respect to the clustering configuration, can be computed as follows:

$$P_e(\text{SNR}_{\text{obs}}) = E_{\mathcal{D}, N_c \sim \overline{N}_c} \left[ P_e(\text{SNR}_{\text{obs}} | \mathcal{D}, N_c = \overline{N}_c) \right].$$ (3.3)

### 3.5 Performance Analysis in Steady-State (Static) Scenarios

In this section, the performance of the proposed CEIF protocol is first analyzed in a static scenario, i.e., without considering vehicles’ mobility. This kind of scenario is representative of a steady-state mobile scenario in which the CH election procedure has been performed and clusters are static—this is a limiting case, in the presence of mobility, where all vehicles move at exactly the same speed. In such settings, the obtained performance is a benchmark, due to the fact that mobility breaks the clusters and, consequently, degrades the performance, as will be shown in Section 3.6.

#### 3.5.1 Set-up

Simulations are carried out using the ns-3 simulator [39], with CEIF on top of an IEEE 802.11b wireless communication stack. The main parameters of the overall
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Packet Size</td>
<td>100 bytes</td>
</tr>
<tr>
<td>$CW_{\text{min}}$</td>
<td>31</td>
</tr>
<tr>
<td>Carrier Frequency</td>
<td>2.4 GHz</td>
</tr>
<tr>
<td>$T_{\text{PP}}^w$</td>
<td>10 ms</td>
</tr>
<tr>
<td>Data Rate</td>
<td>1 Mbps</td>
</tr>
<tr>
<td>$T_{\text{CIP}}^w$</td>
<td>200 ms</td>
</tr>
</tbody>
</table>

Table 3.1: Main network simulation parameters for CEIF on top of IEEE 802.11b.

protocol (CEIF on top of IEEE 802.11b) are summarized in Table 3.5.1. We consider a linear network with length $L = 8z$ and $\rho_s = 0.02$ veh/m. The following values of $\rho_s z$ are considered: 5 veh ($z = 250$ m), 10 veh ($z = 500$ m), 15 veh ($z = 750$ m), 20 veh ($z = 1000$ m). Note that values of $\rho_s z$ smaller than 10 veh are representative of disconnected VSNs, whereas values larger than 10 veh are typical of (highly) connected networks.

We point out that all simulations have been carried out also considering IEEE 802.11p, which is specifically designed for VANETs, as MAC protocol [62]. However, the traffic load of the considered VSN is relatively small and, therefore, the MAC protocol has a negligible impact. This is in agreement with the results in [63], where a comparison between IEEE 802.11b-based and IEEE 802.11p-based VANETS, in terms of throughput, has been performed for small levels of traffic load (i.e., under the same conditions of this work). Therefore, the IEEE 802.11b is chosen as a MAC protocol, which is more representative of VSNs based on on-board smartphones.

3.5.2 Results

The first parameter of interest for the analysis is the PMF of the number $\mathcal{D}^{(j)}_c$ of nodes in the generic $j$-th cluster ($j = 1, \ldots, N_c$), which is needed to obtain the average probability of decision error (3.3). The final PMF is obtained by averaging over 500 simulation runs: for each of them a different network topology, corresponding to a specific configuration $\mathcal{D}$, is generated. In Figure 3.4, the PMF is shown, consid-
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Figure 3.4: PMF of the number of nodes per cluster. Various values of $\rho_s$ are considered.

Considering various values of $\rho_s$. As one can observe, the shape of the PMFs is the same, regardless of the value of $\rho_s$. Despite a rigorous theoretical proof of this result is an open research problem, it can be observed that the curves have a Poisson-like shape. Using classical fitting tools, one obtains that the average value of the approximating Poisson distribution is 4.110 veh, 9.551 veh, and 19.259 veh for $\rho_s$ equal to 5, 10, and 20 vehicles, respectively. As expected, for increasing values of $\rho_s$, it is more likely to obtain larger cluster sizes, since there is a larger number of nodes in the transmission range of each other. In order to evaluate (3.3), the distribution of the number of clusters $N_c$ is also needed. For the ease of simplicity, as mentioned earlier, this value is set to the average value $\overline{N}_c$ determined through simulations. More precisely, it follows that $\overline{N}_c = 7$ for $\rho_s = 5$ veh and $\overline{N}_c = 8$ for $\rho_s$ equal to 10 veh, 15 veh, and 20 veh.

In Figure 3.5, the probability of decision error is shown, as a function of the vehicle observation SNR, in a scenario with CHs directly connected with the sink (scenario in Figure 3.3 (a)). Different values of $\rho_s$ are considered. As one can see, the larger the value of $\rho_s$, the better the performance. This has to be expected, since the simulations confirm the intuitive fact that a larger value of $\rho_s$ corresponds to a larger
Figure 3.5: Average probability of decision error at the remote sink, as a function of the vehicle observation SNR, in a scenario with CHs directly connected with the sink (scenario of Figure 3.3 (a)). Various values of $\rho_{sz}$ are considered.

average number of vehicles per cluster. In fact, it is well known that the performance of decentralized detection schemes, considering majority-like fusion rules, improves by using a larger amount of sensors [52].

Considering the inter-cluster multi-hop scenario in Figure 3.3 (b), majority-like fusion (according to (3.2)) can be carried out at each intermediate CH. In this case, however, the delay is much higher than in the scenario of Figure 3.3 (a), since intermediate communication and processing is needed before obtaining the final phenomenon status estimate at the remote sink. In general, since the signal processing time is negligible, with respect to the communication time, the delay can be approximated as $D \approx n_h T_h$ (dimension: [s]), where $T_h$ (dimension: [s]) is the time necessary to transfer a packet from one CH to the next one or to the sink (at each hierarchical level the packet size does not increase) and $n_h$ is the maximum number of hops between the vehicles and the remote sink. For instance, in the scenario in Figure 3.3 (a) $n_h = 2$, whereas in the scenario in Figure 3.3 (b) $n_h = 4$ (more generally, $n_h = N_c + 1$).

From the results it turns out that the performance of the scheme in Figure 3.3 (b),
with majority fusion at intermediate CHs, is poor, since only two binary decisions are fused at each CH. With \( M = 2 \), the decision threshold is \( k = M/2 = 1 \) and, according to the fusion rule in (3.2), a decision in favor of \( H_1 \) is taken if at least one of the two CHs are in favor of \( H_1 \). However, this decision rule is thus biased towards \( H_1 \) and this is detrimental in scenarios where the presence of the phenomenon (e.g., traffic congestion) is rare.

In order to evaluate the system performance when the phenomenon statuses are not equally likely, the case of a rare event is considered (i.e., \( p_0 > p_1 \)). For this reason, a majority-like fusion rule biased in favor of \( H_0 \) considered, i.e., a decision in favor of \( H_1 \), at each intermediate CH in Figure 3.3 (b), is taken only if both CHs’ decisions are in favor of \( H_1 \). This corresponds to setting \( k = M = 2 \) in (3.2), thus leading to the following fusion rule:

\[
\Phi(x_1, x_2) \triangleq \begin{cases} 
1 & \text{if } x_1 = x_2 = 1 \\
0 & \text{otherwise.} 
\end{cases}
\]

Therefore, each CH locally decides applying the majority rule in (3.2) to the binary data coming from the vehicles in its own cluster. Then, the decision taken by the CH is fused with that coming from the CH in the previous hop using the modified rule in (3.4).

In Figure 3.6, the probability of decision error is shown, as a function of the vehicle observation SNR, in the scenario of Figure 3.3 (b) considering the decision rule (3.4) at the CHs. Different values of \( \rho_{c,z} \) are considered. In a scenario with equal a priori probabilities of the phenomenon (with \( p_0 = 0.5 \), the performance drastically worsens with respect to the case with direct communications between the CHs and the sink (Figure 3.5). This is due to the fact that, when the number of hops increases, the number of information fusions also increases and, therefore, the amount of information transferred across the network reduces, as already observed in [52]. Since, however, the fusion rule is biased in favor of \( H_0 \), the performance improves when the observed phenomenon is rare, e.g., in the case with \( p_0 = 0.9 \) and \( p_1 = 1 - p_0 = 0.1 \).
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Figure 3.6: Average probability of decision error at the remote sink, as a function of the vehicle observation SNR, in a scenario with CHs connected with the sink through multi-hop communications (scenario of Figure 3.3 (b)). Various values of $\rho_{sz}$ and of $p_0$ are considered. The fusion rule (3.4) is used at the CHs.

3.5.3 Soft Fusion

In order to improve the performance in VSNs with multi-hop topologies (Figure 3.3 (b)), a soft output-based fusion rule is also considered. Denote as $n_{d,1}^{(j)}$ the exact number of decisions in favor of $H_1$ at the $j$-th cluster ($j = 1, \ldots, N_c$). Similarly, $n_{d,0}^{(j)} = d_{c}^{(j)} - n_{d,1}^{(j)}$ is the number of decisions in favor of $H_0$ in the $j$-th cluster. At this point, the following Logarithmic Likelihood Ratio (LLR) can be introduced:

$$L_j \triangleq \ln \frac{n_{d,1}^{(j)}}{n_{d,0}^{(j)}} = \ln \frac{n_{d,1}^{(j)}}{n_{d,0}^{(j)}}$$

which corresponds to the logarithm of the ratio between the probability that the decision of a CH is in favor of $H_1$ and the probability that the decision of the CH is in favor of $H_0$. Obviously, $L_j > 0$ if $H_1$ is more likely and $L_j < 0$ if $H_0$ is more likely. Since $\forall j > 1$ each CH receives the LLR from the $(j-1)$-th cluster, denoted as $L_{j-1}^{UP}$, the LLR generated at the $j$-th cluster, to be passed to the elect CHs, can be expressed...
Figure 3.7: Average probability of decision error at the remote sink, as a function of the vehicle observation SNR, for the scenario in Figure 3.3 (b). Various values of $\rho sz$ and $p_0$ are considered. In all cases, the LLR-based fusion rule in (3.5) is used at each intermediate CH.

as follows:

$$L_{UP} = L_{UP}^{j-1} + L_j.$$  

Finally, the sink decides with the following rule: 

$$\hat{H} = \begin{cases} 
    H_0 & \text{if } L_{UP}^{NC} < 0 \\
    H_1 & \text{if } L_{UP}^{NC} \geq 0. 
\end{cases} \quad \text{(3.5)}$$

In Figure 3.7, the probability of decision error is shown, as a function of the vehicle observation SNR, in the scenario in Figure 3.3 (b), using the LLR-based fusion rule in (3.5). Comparing the results in Figure 3.7 with those in Figure 3.6, it can be concluded that the LLR-based fusion rule outperforms the majority fusion rule for both considered values of $p_0$ (0.5 and 0.9). This should be expected, since more information is transferred across the network—in fact, each CH transmits a LLR instead.

$^1$Note that in the scheme in Figure 3.3 (b) the decision taken by the sink coincides with that taken by the last (hierarchically higher) CH.
of a single bit. It is worth noting that this improved performance comes at the price of a higher energy consumption, due to the fact that the transmission of an LLR (even if quantized) requires a larger number of bits and, therefore, the energy consumption with soft fusion is higher than with majority fusion. However, depending on the chosen communication protocol, this energy penalty may be negligible. This is the case, for instance, with IEEE 802.11b communications.

3.5.4 Approximate Performance Analysis

A natural question arising at this point is the following. All simulation results in the figures presented in the previous subsections are obtained by averaging the probability of decision error with respect to the PMF of the number of nodes in each cluster. However, from Figure 3.4 one can compute the average number of nodes per cluster, denoted as $\mathcal{D}_c$, and assume that all clusters are composed by exactly $\mathcal{D}_c$ vehicles. Therefore, it is interesting to understand the relation between $P_e$ (as computed before) and the probability of error assuming that all clusters have the same number of nodes $\mathcal{D}_c$. The latter can be computed according to the analytical framework proposed in [52] for the scenario of Figure 3.3 (a). In Figure 3.8, the average error probability is shown, as a function of the observation SNR, considering the fusion rule in (3.2), for various values of $\rho_z$. The performance of $P_e$ (solid lines) is compared with the probability of error with clusters of the same size $\mathcal{D}_c$ (dashed lines). One can observe that, for each value of $\rho_z$, the gap between the two curves is limited. Moreover, the performances are trend-wise very close and, therefore, the “exact” average error probability can be accurately approximated, assuming that all clusters have the same size $\mathcal{D}_c$. This result will be used in the next sections, where the performance in the presence of mobility will be analyzed. In particular, it will be assumed that, on average, all clusters will be composed by the same number of vehicles—this is meaningful in the presence of relatively uniform traffic conditions.
Figure 3.8: Average error probability, as a function of the SNR, for various values of \( \rho \). The average error probability according to (3.3) (solid lines) is compared with the average probability of error when all clusters have the same size \( D \) (dashed lines).

### 3.6 Performance Analysis: Mobile Scenario

In this section, the impact of vehicle mobility on the performance of the proposed vehicular decentralized detection scheme is investigated. In particular, all results refer to the 2-hop scenario in Figure 3.3 (a) with fusion rule given by (3.2). As anticipated in Section 3.3, this scenario is realistic since that next generation intelligent transportation systems are expected to be equipped with a heterogeneous mix of hardware and communication technologies [60, 61].

#### 3.6.1 Set-Up

In order to analyze the impact of mobility, the Simulation of Urban MObility (SUMO) traffic mobility suite [40] has been integrated into the ns-3 simulator. SUMO implements a sophisticated car-following model which is an extension of those developed by Stefan Krauß [64, 65].

Using SUMO, a highway-style scenario have been analyzed where the speed of
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Figure 3.9: Representative example of network evolution and clustering configuration in a mobile scenario.

Each vehicle is a normally distributed random variable with mean \( \mu_s \) (dimension: [m/s]) and deviation \( \sigma_s \) (dimension: [m/s]). According to the legal limits in Italian highways (namely, 35 m/s) \( \mu_s \) and \( \sigma_s \) have been set to 35 m/s and 4 m/s. This means that half of the vehicles drive below the legal speed limit, but the other half of them exceed it—a realistic assumption in Italy. A road with length \( L = 40 \text{ km} \) is considered with three lanes and an approximately constant vehicle spatial density \( \rho_s \) equal to 0.015 veh/m. The node range \( z \) is set so that the following values of \( \rho_s z \) are obtained: 7.5 veh, 11.25 veh, and 15 veh.

3.6.2 Cluster Formation

The network evolution, with an illustrative representation shown in Figure 3.9, can be described as follows. At time instant \( t = 0 \), the first vehicle, denoted as \( v_0 \), enters the highway. Then, other vehicles (namely \( v_i, i = 1, \ldots, N \)) follow, one at a time, \( v_0 \) with their own speeds and abiding by the car-following model used by SUMO. At time instant \( t_s \), the remote sink initializes the cluster formation and the last vehicle \( v_N \) starts the configuration process. From a simulation point of view, the starting time \( t_s \) is selected in order to make sure that all vehicles have entered the road. In particular, \( N = 200 \) vehicles are considered and the starting time is heuristically set to \( t_s = 340 \text{ s} \). The clusters are created at time \( t_s + t_{conf} \), where \( t_{conf} \) is the time needed to create
the clusters. In this scenario, nodes move overtaking each other and the clustering configuration changes as time goes by.

As a consistency check, in Figure 3.10 the PMF of $D_c^{(j)}$ in the mobile scenario. Various values of $\rho_s z$ are considered.

As mentioned earlier in Section 3.5, the number of clusters $N_c$ and the number of nodes in each cluster (i.e., the overall network topological structure $D = \{D_c^{(1)}, \ldots, D_c^{(N_c)}\}$) have a direct impact on the average probability of decision error. In particular, mobility has a strong influence on the network topology and, as time goes by, the per-
performance can heavily degrade, as clusters tend to “stretch,” i.e., vehicles disconnect from their CHs.

In Figure 3.11, the performance evolution is shown as a function of time in terms of: (a) average number of nodes in a cluster $D_c$ and (b) average probability of decision error. In case (b), two values of the observation SNR are considered: SNR$_{obs} = 0$ dB (solid lines) or 5 dB (dashed lines). In case (a), one can observe that, as time evolves, the average number of nodes in a cluster decreases. This is due to the fact that vehicles have different speeds and, in a given cluster, a vehicle may overtake its CH, finally exiting from its transmission range. However, this process is relatively slow; in fact, after one minute, the average reduction of the number of vehicles in a cluster is of 9.213%, 9.524%, and 6.487% when $\rho_s z$ is equal to 7.5 veh, 11.25 veh, and 15 veh, respectively. For $t \to +\infty$, $D_c$ is likely to tend to 1 (i.e., the CH remains alone), since all nodes may go outside the node range of the corresponding CH and it is very unlikely that two nodes have the same speed. This limiting behavior is not observed in Figure 3.11, due to the fact that the road has a finite length. In order to determine the probability of error in case (b), the average number of nodes in a cluster is obtained by quantizing the curves of case (a). Moreover, the simulations results show that the
average numbers of clusters $N_c$ is 22, 15, and 13 for values of $\rho_{sz}$ equal to 7.5 veh, 11.25 veh, and 15 veh, respectively. It can be observed that the probability of error is a monotonically increasing function of the time and the case with $\rho_{sz} = 15$ veh guarantees the lowest value of $P_e$ at any time. This is due to the fact that the larger the number of nodes per cluster, the lower the probability of decision error. Note that, for $t \simeq 750$ sec, the case with $\rho_{sz} = 11.25$ veh corresponds to a higher value of $P_e$ with respect to the case with $\rho_{sz} = 7.5$ veh. This is due to the fact that, even if the number of vehicles per cluster is quite similar in both cases, with $\rho_{sz} = 7.5$ veh the number of clusters is larger.

Since, as shown in Figure 3.11 (a), the average number of nodes per cluster decreases over time, it follows that clusters “break.” Therefore, when $\mathcal{T}_c$ reduces below a given threshold, the cluster creation procedure should be restarted to avoid that the probability of decision error becomes too high. Based on this motivation, the network lifetime is crucial and has a significant impact on the quantity of information that can be collected before the clustered network topology breaks down. In order to get more insights on the network lifetime, it is first necessary to clearly define this metric.

Various definitions of network lifetime have been proposed in the literature, depending on the application of interest. For instance, one can define the network lifetime as (i) the time interval (after clustered VANET creation) until the first cluster breaks or (ii) the time interval until a given Quality of Service (QoS), e.g., a given probability of error at the remote sink, is guaranteed. If the latter definition of network lifetime is considered, one can determine its value from the results in Figure 3.11 (b), by observing the time instant at which a target maximum probability of error is achieved. As an example, if the target probability of error (i.e., the chosen QoS indicator) is $10^{-4}$, $\rho_{sz} = 15$ veh, and $\text{SNR}_{\text{obs}} = 0$ dB, then the desired QoS is guaranteed until $t \simeq 250$ s. If, instead, the former definition of network lifetime is considered, then the cluster lifetime first needs to be defined. For example, one can assume that a cluster breaks when a given percentage of its vehicles disappear, i.e., they are no longer connected to the CH (and, in turn, to the remote sink). We denote as $\Gamma_i^{(j)}$ the random variable representing the duration of the link between a CH and the $i$-th of its children vehicles—for the $j$-th cluster ($j = 1, \ldots, N_c$), $i \in \{1, \ldots, \mathcal{D}_c^{(j)}\}$.
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In [1], the authors prove that the PDF of $\Gamma^{(i)}_\ell$ has the following log-normal distribution:

$$f_{\Gamma^{(i)}_\ell}(\gamma) = \frac{1}{\gamma \sqrt{2\pi \sigma_\Gamma^2}} \exp \left[ -\frac{(\ln \gamma - \mu_\Gamma)^2}{2\sigma_\Gamma^2} \right]$$

with $\mu_\Gamma$ (dimensions: [s]) and $\sigma_\Gamma$ (dimensions: [s]) proper parameters which can be derived from experimental measurement campaigns.

Let assume that a cluster breaks when the first of its vehicles disconnects. According to this assumption, the cluster duration can be given by the following expression:

$$\Gamma_c = \min \left\{ \Gamma^{(1)}_\ell, \ldots, \Gamma^{(n)}_\ell \right\} \quad (3.6)$$

where $n$ is the number of vehicles in a given cluster \(^2\) (without considering the CH). Since each variable $\Gamma^{(i)}_\ell$ follows a log-normal distribution, it can be given the following expression:

$$\Gamma^{(i)}_\ell = e^{\mu_\Gamma + \sigma_\Gamma Z_i} \quad (3.7)$$

where $Z_i \sim \mathcal{N}(0, 1)$. By replacing (3.7) into (3.6), one obtains:

$$\Gamma_c = \min \left\{ \Gamma^{(1)}_\ell, \ldots, \Gamma^{(n)}_\ell \right\} = e^{\mu_\Gamma + \sigma_\Gamma \min\{Z_1, \ldots, Z_n\}} = e^{\mu_\Gamma + \sigma_\Gamma Z} \quad (3.8)$$

where $Z \triangleq \min\{Z_1, \ldots, Z_n\} \sim \mathcal{N}(0, 1/n)$. This proves that, identifying the cluster death in correspondence to the instant of first vehicle disconnection from the CH, the PDF of the cluster lifetime is log-normal as well.

More generally, one can assume that a cluster lives until a given number $v$ of links breaks (with $v > 1$). By denoting as $\Gamma^{(v)}_\ell$ (with $v = 1, \ldots, n$) the random variable $\Gamma^{(v)}_\ell = \min \left\{ \Gamma^{(1)}_\ell, \ldots, \Gamma^{(n)}_\ell \right\}$, one can assume that a cluster lives until a given number $v$ of links breaks.

\(^2\)Note that, in the previous sections, the number of vehicles in the $j$-th cluster has been denoted as $D_{jC}$. However, for the ease of simplicity, in the following the number of vehicles in the generic cluster will be denoted as $n$. 
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Figure 3.12: Representative example of the cluster evolution process. The cluster lives until a number \( v = 3 \) of links breaks.

representing the time until \( v \) vehicles disconnect from the cluster, one can write:

\[
\Gamma_c^{(1)} = \min\{\Gamma_{\ell}^{(1)}, \ldots, \Gamma_{\ell}^{(n)}\} = \Gamma_c^{(1)} \\
\Gamma_c^{(2)} = \min\{\{\Gamma_{\ell}^{(1)}, \ldots, \Gamma_{\ell}^{(n)}\} \setminus \{\Gamma_c^{(1)}\}\} \\
\vdots \\
\Gamma_c^{(v)} = \min\{\{\Gamma_{\ell}^{(1)}, \ldots, \Gamma_{\ell}^{(n)}\} \setminus \{\Gamma_c^{(1)}, \ldots, \Gamma_c^{(v-1)}\}\} \\
\vdots \\
\Gamma_c^{(n)} = \min\{\{\Gamma_{\ell}^{(1)}, \ldots, \Gamma_{\ell}^{(n)}\} \setminus \{\Gamma_c^{(1)}, \ldots, \Gamma_c^{(n-1)}\}\}.
\] (3.9)

Referring to Figure 3.12, one can express \( \Gamma_c^{(v)} \) as follows:

\[
\Gamma_c^{(v)} = \Gamma_c^{(1)} + (\Gamma_c^{(2)} - \Gamma_c^{(1)}) + (\Gamma_c^{(3)} - \Gamma_c^{(2)}) + \ldots + (\Gamma_c^{(v)} - \Gamma_c^{(v-1)}). \quad (3.10)
\]

Observing that \( \Gamma_c^{(1)} \) is a log-normal random variable and \( \{\Gamma_c^{(i)} - \Gamma_c^{(i-1)}\}_{i=2}^{v} \) are approximately log-normal [66], it follows that \( \Gamma_c^{(v)} \) is approximately log-normal. The value of the parameters of the final log-normal distribution can be found in [67]. This means that even assuming that more than one vehicle has to disconnect to make the cluster die, the cluster duration still follows a log-normal distribution.

In Figure 3.13, the empirical PDF of the cluster lifetime, obtained from 500 simulation runs, with \( \rho_{sz} = 7.5 \) veh, is compared with a log-normal distribution with optimized parameters. Two definitions of cluster lifetime are considered: \( v = 1 \) and
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Figure 3.13: Comparison of the empirical PDF of the cluster lifetime with the log-normal theoretical distribution of [1] for $\rho_s z = 7.5$ veh. Two definitions of cluster lifetime are considered: $v = 1$ and $v$ corresponding to 30% of the nodes in the cluster.

$v$ corresponding to 30% of the nodes in the cluster—note that similar results can be obtained for other values of $\rho_s z$. One can observe that the simulation results confirm the theoretical log-normal distribution. In particular, by minimizing the mean square error between the simulation-based results and the log-normal PDF one finds that the parameters of the log-normal distribution are: $\mu_\Gamma = 4.14$ s and $\sigma_\Gamma = 0.19$ s for $v = 1$; and $\mu_\Gamma = 4.86$ s and $\sigma_\Gamma = 0.15$ s for $v$ corresponding to 30% of the number of nodes in the cluster.

Focusing on the results of Figure 3.13, it is worth noting that the cluster lifetime can be quite long. In fact, recalling that

$$\mathbb{E}\{\Gamma_c\} = \exp\left\{\mu_\Gamma + \frac{\sigma_\Gamma^2}{2}\right\}\ [s]$$

the cluster lifetime is approximately 64 s in the case of cluster death after the first link disconnection and 130 s in the case of cluster death after 30% of the links break.

Knowing the statistical distribution of the cluster lifetime, one can compute the total transferable amount of information before the cluster breaks, depending on the
underlying communications/networking protocols. This goes behind the scope of this work and represents an interesting research extension.

### 3.6.4 Cluster Maintenance and Reclustering

As outlined in Subsection 3.6.3, the cluster duration has a significant impact on the performance of the considered VSN. In order to prolong the overall network lifetime, different mechanisms can be envisioned to maintain the formed clusters and, eventually, to perform reclustering in the presence of vehicles leaving their own clusters. A possible solution is that all CHs periodically transmit, with period $T_{ccp}$ (dimension: [s]), CCPs. A non-CH vehicle receiving a CCP checks if the CCP generator is at a distance shorter than $z/2$: if this is the case, the vehicle joins the new CH and, therefore, nodes exiting a cluster may have the possibility of joining a new one. The choice of the value of $T_{ccp}$ is a tradeoff between a finer reclustering (and, therefore, a smaller information loss from vehicles) and a higher network overhead. One should note that, in the presence of mobility, some vehicles may leave the monitored area and portions of this area may even be uncovered. Since unconnected vehicles cannot participate in the data collection in the VSN, it is necessary to repeat, with period much longer than $T_{ccp}$, the entire CEIF clustering procedure described in Subsection 3.3.1. This aspect, however, has been neglected in the simulations, since the information loss caused by connectionless regions is negligible during the VSN operational lifetime.

In Figure 3.14, $\mathcal{D}_c$ is shown, as a function of time, in the presence of reclustering with $T_{ccp} = 100$ s. As already observed in Figure 3.11 (a), as time passes $\mathcal{D}_c$ decreases due to mobility. However, when CCPs are generated, nodes outside their CHs’ transmission ranges can now join a new cluster and the value $\mathcal{D}_c$ thus suddenly increases. However, it is worth noting that, especially for the larger values of $\rho_s z$, the recovery procedure becomes less effective when time passes, since the value of $\mathcal{D}_c$ immediately after each CCP generation is smaller and smaller. This is due to the fact that a larger value of $\rho_s z$ implies a larger cluster size and, therefore, the probability that a vehicle does not receive any CCP during reclustering increases.
3.7 Performance Analysis in Urban Scenarios

In order to further investigate the impact of mobility on the performance of the proposed VSN, in this section a urban-like vehicular scenario is considered. One should note that the CEIF protocol and the corresponding clustering procedure have been designed for linear networks (e.g., highway-like) and are not optimized for bidimensional urban-like scenarios. In this section, the focus is on a simulation-based investigation of the performance of CEIF in urban scenarios: the design of proper communication/networking protocols for such scenarios goes beyond the scope of this work and may be the subject of future research.

The considered scenario is representative of the center of a large city with many road intersections, narrow roads, and single driving directions. Moreover, the nodes’ speeds are highly heterogeneous: in fact, vehicles can move fast but they are constrained to abide by the traffic rules (priorities, traffic lights, etc.) forming queues and thus slowing down the overall vehicular traffic mobility. Since this is a highly dynamic scenario, more complex realistic mobility models are needed. To this end, the

Figure 3.14: $\mathcal{D}_c$, as a function of time, in the presence of reclustering with $T_{cep} = 100$ s.

3.7 Performance Analysis in Urban Scenarios

In order to further investigate the impact of mobility on the performance of the proposed VSN, in this section a urban-like vehicular scenario is considered. One should note that the CEIF protocol and the corresponding clustering procedure have been designed for linear networks (e.g., highway-like) and are not optimized for bidimensional urban-like scenarios. In this section, the focus is on a simulation-based investigation of the performance of CEIF in urban scenarios: the design of proper communication/networking protocols for such scenarios goes beyond the scope of this work and may be the subject of future research.

The considered scenario is representative of the center of a large city with many road intersections, narrow roads, and single driving directions. Moreover, the nodes’ speeds are highly heterogeneous: in fact, vehicles can move fast but they are constrained to abide by the traffic rules (priorities, traffic lights, etc.) forming queues and thus slowing down the overall vehicular traffic mobility. Since this is a highly dynamic scenario, more complex realistic mobility models are needed. To this end, the
Open Street Maps (OSM) tool has been exploited, which provides open and editable maps of real cities to be imported into SUMO [43]. As a representative vehicular scenario, a portion of the city center of Barcelona, shown in Figure 3.15 has been selected. Vehicles move with a speed lower than or equal to the legal limits of the roads, stopping when needed, i.e., in correspondence to traffic lights and priorities. The node range $z$ is set to 250 m and the number of considered vehicles is $N = 100$. At time instant $t_s = 550$ s the cluster formation procedure is triggered by the remote sink which, in this case, is represented by a base station placed in the center of the simulated area. As in the highway scenario considered in Section 3.6, the selected value of $t_s$ guarantees that all vehicles enter the simulated area.

In Figure 3.16, $\overline{D}_c$ is shown, as a function of time, in the considered urban-like scenario depicted in Figure 3.15. First, it can be noted that, because of mobility, $\overline{D}_c$ is a decreasing function of time. However, the decaying is faster than in the highway-like scenario shown in Figure 3.9: for instance, after 1 min the average reduction is of
65.962%. This is due to the fact that urban-like mobility is much more dynamic than highway-like mobility. As an example, traffic lights and priorities can be very detrimental for the cluster lifetime, as groups of vehicles may remain stopped in a queue thus leaving their own clusters. This also causes, unlike what happens in highway-like scenarios, the piecewise-constant trend of $\overline{D}_c$. We can thus conclude that in the presence of urban-like mobility reclustering should be triggered more frequently.

### 3.8 Concluding Remarks

In this chapter, the performance of decentralized detection schemes for clustered VSNs have been analyzed. Two phases have been envisioned: a downlink phase, during which a novel clustering broadcast protocol, denoted as CEIF, is employed; and an uplink phase, during which the vehicles perform, through the clustered topology, decentralized detection of a spatially constant phenomenon of interest. Different clustered topologies and fusion rules have been considered. The performance of the proposed VSN-based distributed detection schemes has been analyzed in terms of probability of error on the phenomenon estimate and network lifetime, considering
different mobility models (namely, highway-like and urban-like). Unlike clustered
sensor networks, where the clustering structure is a design aspect, the proposed ve-
hicular distributed detection schemes exploit the natural formation of ephemeral ve-
hicle clusters. Our results clearly show that the maximum amount of data collectible
during the clustered VSN lifetime is more affected by the node mobility level than
by the specific clustering structure. This suggest that “bursty” data collection strate-
gies should be considered, together with proper (local) reclustering strategies. This is
especially relevant in urban-like scenarios.
Chapter 4

Multi-hop Broadcast Communications in Pedestrian Ad-hoc Networks

4.1 Introduction

As already anticipated in Section 2.4.1, in Pedestrian Ad-hoc NETworks (PANETs) nodes are represented by devices carried by pedestrians (e.g., hand-held smartphones or wearable devices). The main characteristics of this kind of ad-hoc network are: (i) presence of many information sources; (ii) high node spatial density; and (iii) low node speed (almost static). The main focus of this chapter is related to PANETs applications where nodes send very small amounts of information data (e.g., geographical coordinates or alert messages) to all other nodes via multi-hop transmissions. This is meaningful, for example, for proximity-based social networking applications.

Also in this case, the probabilistic broadcasting with IF represents a possible solution. In particular, as seen in Chapter 2, IF is able to improve the efficiency of multi-hop broadcasting with respect to flooding by saving retransmissions effectively selecting the best rebroadcasters. However, IF has been originally designed to work into monodimensional networks (highway-like VANETs) and suffers from intrinsic
inefficiencies when exploited in scenarios where nodes have a bidimensional distribution.

In this chapter, a novel probabilistic broadcasting strategy, denoted as Distance-based Silencing Irresponsible Forwarding (DiSIF) is proposed. This strategy "stems" from IF and tries to address its inefficiencies through a novel silencing mechanism which effectively selects rebroadcasters by introducing an initial contention phase. In order to have a comparison benchmark for the performance of the considered protocols, a lower bound for the average number of hops performed in a single multi hop communication route is derived.

The remainder of this chapter is organized as follows. In Section 4.2, a first simple extension of the IF protocol, denoted as silencing IF (SIF) is briefly introduced. In Section 4.3 the DiSIF protocol, with its novel embedded silencing mechanism, is presented. In Section 4.4, a lower bound on the average number of hops along a single communication route, together with a simpler approximation, is provided. In Section 4.5, the system performance is investigated. Finally, Section 4.6 concludes the chapter.

4.2 Silencing Irresponsible Forwarding (SIF)

SIF is an extension of IF which introduces the concept of silencing. According to the silencing mechanism, when a rebrocaster node (say node $r$) receives a packet with a certain UID (say $u$) it first checks its transmission queue: if a packet with UID $u$ is found (i.e., it has already been received but has not been retransmitted, yet), it is removed from the queue, as another neighbor node has already transmitted the same packet. In this way, node $r$ is silenced for the transmission of the packet with UID $u$. The use of silencing corresponds to the fact that the “fastest” retransmitter (among the set of those which have decided to retransmit) silences the others. In other words, even if a node decides to retransmit a packet, it may refrain from doing so if the same packet has already been retransmitted by another node.

The rationale behind the "fast" silencing technique used by SIF is to limit the potentially large number of rebroadcasts brought by IF. As will be show in the next
section, this problem is more critical in a dense, multi-source, bidimensional network.

4.3 Distance-based Silencing Irresponsible Forwarding (DiSIF)

4.3.1 The Dark Force: Shortcomings of IF and SIF

Although IF and SIF may perform well also in bidimensional PANET scenarios—as shown in [69]—they suffer from intrinsic inefficiencies.

With the IF PAF given in (2.1), two nodes at the same distance from the source have the same retransmission probability. Therefore, it is possible that a group of neighboring nodes, located at the boundary of the coverage area of the source, simultaneously rebroadcast the packet, possibly colliding. A representative example of this situation, which is likely to appear in dense PANET scenarios, is shown in Fig. 4.1 (a).

SIF does not incur IF’s collision risk described in the previous paragraph, as the silencing technique guarantees that only the fastest rebroadcaster retransmits the packet. However, the fastest rebroadcaster may not be the "best" rebroadcaster: since SIF is a probabilistic forwarding protocol, a node close to the source may choose
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to retransmit the packet silencing many potential rebroadcasters farther from the source. This, in turn, results in a low forward progress and may prevent the originally transmitted packet from propagating in some directions. A representative example, in which almost all potential rebroadcasters are silenced by a node close to the source, is shown in Fig. 4.1(b), where S is the source and R is the rebroadcaster.

4.3.2 A New Hope: DiSIF

The DiSIF protocol implements, through an initial contention phase, a novel silencing technique which is more efficient, in bidimensional multi-source networks, than the silencing technique embedded into SIF. More specifically, this new silencing mechanism guarantees that the “farthest” (instead of the “fastest”) rebroadcaster silences the others.

Two types of packets are defined in the DiSIF protocol: (i) DATA packets, which contain the information to propagate; and (ii) Probe Packets (PPs), which are short control packets used by the DiSIF silencing mechanism. In a single source scenario, the forwarding process of DiSIF can be summarized as follows. At a generic instant $t_0$, the source node $s$ transmits a DATA packet. As already seen for the IF protocol, node $s$ puts in the packet header its own position $POS_s$ and the UID pair given by $(SN, ADDR_s)$. The packet is then received by the source neighbors at a time $t_1 = t_0 + \varepsilon$, where $\varepsilon$ is the (average) propagation time.\footnote{Note that $\varepsilon$ may vary from neighbor to neighbor but, for the sake of simplicity, it is assumed that is equal for all neighbors. This corresponds to considering an equivalent average propagation time and is reasonable in dense PANETs (e.g., set of hand-held smartphones in a crowd).} Upon reception of the DATA packet, a source neighbor, after checking the UID of the packet, has two options: the packet is dropped if already received earlier; otherwise, the neighbor starts "competing" with the other neighbors to designate a set of rebroadcasters. In particular, each neighbor node elects itself as a candidate rebroadcaster with a probability given by (2.1). We denote as $n_{cand}$ the number of candidate rebroadcasters. A candidate rebroadcaster node $k$ ($k \in \{1, \ldots, n_{cand}\}$) schedules a transmission of a PP bearing its distance, denoted as $d_{ks}$, from the source together with the same UID $(SN, ADDR_s)$ of the received DATA packet. The transmission of the PP is scheduled by each candidate
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rebroadcaster at a time randomly distributed between $t_1$ and $t_1 + t_{\text{wait}}/2$, where $t_{\text{wait}}$ is a DiSIF parameter to be properly optimized. Another candidate rebroadcaster, say node $j$ ($j \in \{1, \ldots, n_{\text{cand}}\} \setminus \{k\}$), which receives the PP sent from node $k$, silences itself if at least one of the two following conditions apply:

\begin{align}
  d_{js} + d_{\text{source}} &< d_{ks} \quad \text{(4.1a)} \\
  d_{kj} &< d_{\text{neighbor}} \quad \text{(4.1b)}
\end{align}

where $d_{\text{source}}$ (dimension: [m]) and $d_{\text{neighbor}}$ (dimension: [m]) are parameters of the DiSIF protocol. The rationale behind condition (4.1a) is that if a candidate rebroadcaster is sufficiently closer, with respect to another candidate rebroadcaster, to the source it should silence itself because its retransmission will be redundant. Condition (4.1b) guarantees that two candidate rebroadcasters, which are sufficiently close to each other, do not simultaneously rebroadcast the packet, thus decreasing the collision probability.

When a candidate rebroadcaster silences itself, it removes the transmission of its PP (if still to be sent) and ignores all other future received PPs with the same UID. At time $t_1 + t_{\text{wait}}$, each unsilenced candidate rebroadcaster retransmits the DATA packet and the process repeats recursively.

In Fig. 4.2, an illustrative example of the 1-st hop in the DiSIF propagation pro-
cess with single source is given. All nodes are assumed to have the same transmission range \( z \). Even though the DATA packet transmitted by the source, denoted as \( S \), is received by all neighbors, for the sake of graphical clarity only the candidate rebroadcasters are shown. Moreover, since this is a single-source, single-packet propagation example, the UID of DATA and PP packets is omitted, as it is always equal to \((1, S)\). In Fig. 4.2 (a), node A is the first candidate rebroadcaster which transmits a PP—note that condition (4.1a) leads to silencing all candidate rebroadcasters in the green area, while condition (4.1b) corresponds to silencing all candidate rebroadcasters in the red area. Node A is far from the source and silences nodes C and D as \( d_{CS} + d_{source} < d_{AS} \) and \( d_{DS} + d_{source} < d_{AS} \). Node E is also silenced because \( d_{AE} < d_{neighbor} \). In Fig. 4.2 (b), since node H transmits its PP, node C would be silenced once more, as \( d_{CS} + d_{source} < d_{HS} \); however, since node C had already been silenced by node A, it drops the PP received from node H. Finally, in Fig. 4.2 (c) node B transmits its PP and silences nodes G and F. As shown in Fig. 4.2 (d), at the end of the contention phase only nodes A, B, and H are still unsilenced, so that they proceed to rebroadcast the DATA packet. The process then repeats recursively. In this example, for the sake of simplicity, the farthest nodes from the source (i.e., A, H, and B) first transmit the PP silencing the nearest nodes (i.e., C, D, G, and E). However, even if one of the nearest (to the source) nodes, decides to first transmit the PP, the farthest nodes would not be silenced because condition (4.1a) would not be fulfilled and, even in this case, the nearest node will be silenced by a subsequent PP transmission by one of the farthest node.

It is worth noting that, considering a more general multi-source scenario, since both DATA and PP packets can be uniquely identified, each packet dissemination process is independent of the others. For example, in Fig. 4.3 two source nodes are present, denoted as \( S_1 \) and \( S_2 \), which both transmit DATA packets to the same node A: the transmitted DATA packets have UIDs \((1, S_1)\) and \((1, S_2)\), respectively. When node A receives the packet from node \( S_1 \), it becomes a candidate rebroadcaster for the packet with UID \((1, S_1)\) and enters in the contention phase, scheduling the transmission of a PP bearing its distance from \( S_1 \) and with UID equal to \((1, S_1)\). When node A receives the packet coming from node \( S_2 \), it becomes a candidate rebroadcaster also for the
Figure 4.3: Representative example of DiSIF propagation with two sources of information: (a) nodes $S_1$ and $S_2$ send DATA packet to $A$; (b) node $A$ first rebroadcasts the PP with UID $(1, S_1)$; (c) node $A$ rebroadcasts the PP with UID $(1, S_2)$. 
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packet with UID $(1, S_2)$ and puts in its transmission queue a PP bearing its distance from $S_2$ and with UID equal to $(1, S_2)$. After transmitting both PPs, if $A$ has not been silenced by other nodes, it rebroadcasts both the DATA packet with UID $(1, S_1)$ and the DATA packet with UID $(1, S_2)$.

The main goal of DiSIF’s forwarding strategy is to reduce the number of performed hops during broadcast propagation. This, in turn, increases the propagation efficiency by decreasing the channel contention level and, therefore, collisions. This policy is used in other existing multi-hop forwarding strategies: for example, while DiSIF tries to maximize the distance between transmitting node and rebroadcaster, in [71] the GeRaF protocol tries to minimize the distance between rebroadcaster and final destination. In order to quantify the propagation efficiency of DiSIF, in the following Section 4.4 analytical lower bounds on the average number of hops in a point-to-point (i.e., unicast) communication route are derived.

### 4.4 Lower Bounding the Average Number of Hops in a Unicast Communication Route

#### 4.4.1 An Exact Lower Bound

In a unicast multi-hop communication, the number of hops is given by the number of relay nodes between source and destination plus one. In the PANET scenario of interest, denoting with $n$ the number (fixed) of nodes in the network, a single broadcast from one of the $n$ nodes can be modeled as $n - 1$ multi-hop unicast transmissions. Defining as $N_{\text{hop}}$ (random variable)$^2$ the number of hops of one of these unicast multi-hop communication routes, its expected value $E\{N_{\text{hop}}\}$ is a relevant metric to evaluate the propagation efficiency of a multi-hop broadcasting protocol.

In order to derive a lower bound on $E\{N_{\text{hop}}\}$, an "ideal” unicast multi-hop communication route is considered in which: (i) relay nodes lay on the straight line between source and destination; and (ii) a relay node $i$ is on the boundary of the node

---

$^2$In the following, all random variables are denoted with uppercase letters while other variables are denoted with lowercase letters.
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range of the previous relay node \(i - 1\) \((i \in \{2, \ldots, N_{\text{hop}}\})\) or the source \((i = 1)\). In this scenario, which is shown in Fig. 4.4 (a), the number of hops is minimized and can be expressed as \(d_{\text{route}}/z\), where \(d_{\text{route}}\) (dimension: [m]) is the distance between source and destination and \(z\) (dimension: [m]) is the already introduced fixed transmission range. Therefore, one can write:

\[
E\{N_{\text{hop}}\} \geq \frac{E\{D\}}{z} \tag{4.2}
\]

where \(D\) is the distance (random variable) between node pairs (i.e., the source-destination pairs) in the PANET—in particular, \(d_{\text{route}}\) in Fig. 4.4 (a) corresponds to a realization of \(D\).
The lower bound at the right-hand side of (4.2) depends on the statistical distribution of $D$. Assuming that nodes are randomly deployed over a square region with side $\ell$, the corresponding Cumulative Distribution Function (CDF) of $D$ is derived in [83], from which the following Probability Density Function (PDF) follows:

$$f_D(\delta) = \begin{cases} 
0 & \delta < 0 \\
2\pi\delta \frac{2\delta^2}{\ell^2} - 8\delta^3 + 2\delta^4 \frac{8\delta^3}{\ell^4} & 0 \leq \delta < \ell \\
\frac{\delta}{\ell^4} \left[ 4\ell^2 \sqrt{b-1} + \frac{2\ell^2}{\sqrt{b-1}} + \right. & \\
+ \frac{2\delta^2}{\sqrt{b-1}} + \frac{2(\ell^2 - \delta^2)^2}{\ell^2 \sqrt{(b-1)^3}} + & \\
-4\ell^2 \arcsin \left( \frac{b-2}{b} \right) - 4\ell^2 + & \\
- \frac{4\ell^4}{\ell^2 (\delta^2 - \ell^2)} - 2\delta^2 \right] & \ell \leq \delta < \sqrt{2}\ell \\
0 & \delta \geq \sqrt{2}\ell 
\end{cases}$$

(4.3)

where $b \triangleq \delta^2 / \ell^2$. In Fig. 4.5(a), the PDF $f_D(\delta)$ is shown for two different values of $\ell$: 100 m and 200 m. In both cases, the analytical PDF is compared with the PDF obtained through Matlab simulations. As can be observed, analytical and simulated PDFs almost overlap, thus validating the expression (4.3) for $f_D(\delta)$. The maximum value of the internode distance is obviously $\sqrt{2}\ell$, which corresponds to the length of the diagonal of the square region. After reaching a maximum value, the PDF rapidly decreases and the probability that two nodes lie more than $\ell$ meters apart is very low (lower than 0.029 and 0.024 when $\ell$ is equal to 100 m and 200 m respectively).
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The average value of $D$ follows directly from (4.3):

$$
E\{D\} = \int_0^{\ell/\sqrt{2}} \delta f_D(\delta) d\delta
= \frac{4 + 2\sqrt{2} + 10\ln(1 + \sqrt{2})}{30} \ell.
$$

(4.4)

By replacing (4.4) at the right-hand side of (4.2), the following lower bound for $E\{N_{\text{hop}}\}$ is obtained:

$$
LB_{\text{nhop}} \triangleq \frac{E\{D\}}{z} = \frac{4 + 2\sqrt{2} + 10\ln(1 + \sqrt{2})}{30} \frac{\ell}{z}
\simeq \frac{\ell}{2z}.
$$

(4.5)

In Fig. 4.6, the lower bound $LB_{\text{nhop}}$ is shown, as a function of $\ell$, for $z = 83$ m. Analytical and simulation results are compared. As predicted by (4.5), $LB_{\text{nhop}}$ is a linearly increasing function of $\ell$. 

Figure 4.5: (a) PDF of $D$ for $\ell = 100$ m and $\ell = 200$ m. Analytical and simulation-based curves are compared.
4.4.2 An Approximate Lower Bound

One of the assumptions behind the ideal multi-hop communication route considered in Subsection 4.4.1 is that two consecutive relay nodes are \( z \) meters apart from each other, i.e., at the maximum possible distance. This is a strong assumption for probabilistic forwarding protocols, as even a node which is close to the source may decide to rebroadcast the packet as shown in Fig. 4.4 (b). Therefore, this assumption is now relaxed. When a rebroadcaster, say the \( i \)-th with coordinates \((x_i, y_i)\), transmits a packet, all nodes in the circle centered in \((x_i, y_i)\) with radius \( z \) receive the packet: each of these nodes is a potential rebroadcaster for the next hop. In order to realistically evaluate the distance between relay nodes, the expected value of the random variable given by the distance between \( i \) and one of its neighbor, denoted as \( R \), can be derived. Then, by replacing \( z \) with \( \mathbb{E}\{R\} \) in (4.2), an approximate lower bound for \( \mathbb{E}\{N_{\text{hop}}\} \) can be derived—this approximation is no longer an "exact" lower bound. For analytical tractability, it is convenient to define a coordinate system with its origin at \((x_i, y_i)\) (which thus become \((0,0)\)) so that the set of coordinates...
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$\mathcal{C} = \{(x,y) : x^2 + y^2 \leq z^2\}$ represents the coverage area of node $i$. The CDF of $R$, denoted as $F_R(r) = P\{R \leq r\}$, can thus be computed as the probability that a node lies in the area $\mathcal{E} = \{(x,y) : x^2 + y^2 \leq r^2\}$, so that one can write:

$$F_R(r) = \frac{\text{Area}(\mathcal{E})}{\text{Area}(\mathcal{C})} = \frac{\pi r^2}{\pi z^2} = \left(\frac{r}{z}\right)^2$$

(4.6)

and, consequently:

$$f_R(r) = \frac{dF_R(r)}{dr} = \frac{2r}{z^2}.$$  

(4.7)

The expected value of $R$ is:

$$\mathbb{E}\{R\} = \int_{-\infty}^{\infty} r f_R(r) \, dr$$

$$= \int_{0}^{z} r f_R(r) \, dr = \frac{2}{3} z.$$  

(4.8)

Finally, by replacing $z$ (maximum hop length) with $\mathbb{E}\{R\}$ in (4.2), the following approximate bound is obtained:

$$\mathbb{E}\{N_{\text{hop}}\} \gtrapprox \frac{3\mathbb{E}\{D\}}{2z} \triangleq LB_{\text{approx}}$$

(4.9)

where $\gtrapprox$ stands for “on the order of 1 or greater than” and its use can be motivated as follows. It cannot be claimed that (4.9) is an exact lower bound, as $\mathbb{E}\{D\}/\mathbb{E}\{R\}$ is not necessarily smaller than the average value of the number of hops. Intuitively, however, the larger is the average number of hops in a multi-hop route, the more accurate is the use of $\mathbb{E}\{R\}$ to estimate the average length of every hop (statistical regularity). This motivates one to consider the approximation sign “$\approx$” in (4.9). Moreover, the fact that in all scenarios considered in Section 4.5, (4.5) will be a loose lower bound (it is very idealistic), whereas (4.9) will be almost always a tighter lower bound, motivates the use of the strict inequality sign “$>$” in (4.9). Overall, the choice of the approximate inequality notation $\gtrapprox$ in (4.9) seems the most appropriate.

---

3Expression (4.6) underlies the implicit assumption that within the coverage area of a node there is at least one other node, i.e., there is no disconnected node.
Owing to (4.5), the approximate lower bound in (4.9) can be further expressed as follows:

\[
LB_{\text{approx}} = \frac{3}{2} LB_{\text{nhop}} = \frac{12 + 6\sqrt{2} + 30\ln(1 + \sqrt{2})}{60} \frac{\ell}{z} \approx \frac{3\ell}{4z}.
\]  

(4.10)

In order to keep the terminology simple, in the next section (4.10) will be referred as approximate lower bound.

4.5 Performance Analysis

4.5.1 Simulation Setup

All simulations are carried out with the well known discrete-event network simulator ns-3 (ns-3.19) [39]. In all simulated scenarios, the following assumptions hold. As already anticipated in Subsection 4.4.1, nodes are assumed to be randomly deployed over a square region of side \( \ell = \sqrt{n/\rho} \).

All nodes move according to the random way point mobility model, available in the ns-3 simulator, with average speed \( s_p \) (dimension: [m/s]). Each node has the same transmission range \( z \). Regarding the DiSIF protocol parameters, in all simulations: \( t_{\text{wait}} = 5 \) ms, \( d_{\text{neighbor}} = z/3 \), \( d_{\text{source}} = z/10 \), and \( c = 1 \). The number of source nodes in the network is \( n_{\text{tx}} \) and each of them transmits a burst of \( n_p \) DATA packets of fixed size \( p_s \) (dimension: [byte/pkt]). Packets are generated at a fixed rate \( \lambda \) (dimension: [pkt/sec]) and transmitted at a fixed data rate (on the wireless channel) equal to 1 Mbps. The performance of the proposed broadcasting protocol DiSIF is compared with those of flooding [28], GOSSIP [31], IF [29], and SIF [68]. For the MAC and physical layers, the wireless communication protocol stack defined by the ad-hoc IEEE 802.11 b standard is used [8].

The considered performance metrics are listed in Table 4.1 and are shortly described in the following. The Packet Delivery Ratio (PDR) is defined as the global
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<table>
<thead>
<tr>
<th>Metric</th>
<th>Symbol</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Packet Delivery Ratio</td>
<td>PDR</td>
<td>[adimensional]</td>
</tr>
<tr>
<td>Average number of hops</td>
<td>(\mathbb{E}{N_{\text{hop}}})</td>
<td>[hop]</td>
</tr>
<tr>
<td>Average number of retransmissions per generated packet</td>
<td>(n_{\text{broad/pck}})</td>
<td>[pck]</td>
</tr>
<tr>
<td>Average end-to-end delay</td>
<td>DEL</td>
<td>[sec]</td>
</tr>
</tbody>
</table>

Table 4.1: Considered performance metrics.

percentage (with respect to the total number of transmitted packets) of correctly received DATA packets. The average number of hops \(\mathbb{E}\{N_{\text{hop}}\}\) in a communication route, already introduced analytically in Section 4.4, is obtained by averaging over all communication routes in network. The average number \(n_{\text{broad/pck}}\) of retransmissions triggered by a single packet generation (at its source) is given by the ratio between the total number of broadcast transmission acts in the network and the total number of generated packets \(n_{p}n_{tx}\). The per-packet end-to-end delay is defined as the time during which a single DATA packet stays in the network, from the generation instant at its source till the reception instant at its destination. The average end-to-end delay \(\text{DEL}\) is obtained as the arithmetic average of the end-to-end delays of all correctly received DATA packets.

4.5.2 Simulation Results

Before starting with a comparative performance evaluation of the DiSIF protocol with other existing broadcast protocols, the impact of the parameter \(c\) on its performance is first analyzed. In Fig. 4.7, the performance of DiSIF, in terms of (a) \(PDR\) and (b) \(\text{DEL}\), is shown as a function of the packet generation rate \(\lambda\), considering various values of the parameter \(c\). The main network parameters are set as follows: \(p_s =\)
Figure 4.7: (a) PDR and (b) DEL as functions of the packet generation rate. The performances of the DiSIF protocol with various values of the parameter $c$ are considered. The network parameters are set as follows: $p_s = 128$ byte/pkt, $\rho = 2000$ nodes/km$^2$, $n = 150$ nodes, $n_{tx} = 30$ nodes, and $s_p = 1.5$ m/s.
128 byte/pkt, $\rho = 2000$ nodes/km², $n = 150$ nodes, $n_{tx} = 30$ nodes, and $s_p = 1.5$ m/s. Focusing on Fig. 4.7 (a), it can be observed that, for low values of $\lambda$, DiSIF has a high $PDR$ and low $DEL$. Increasing the packet generation rate leads to an increase of the overall channel contention level, which, in turn, decreases the $PDR$. In Fig. 4.7 (b), a performance degradation, in terms of $DEL$, can be observed for increasing values of $\lambda$. In particular, after a "threshold" value of $\lambda$ (approximately, 15 pck/sec), the network enters into a "saturation" regime: this happens when the transmission queue of each node in the network is full. In these settings, increasing further $\lambda$ leads the nodes to drop generated packets and does not change the protocol performance in terms of $DEL$ (it is worth noting that only the correctly received DATA packets are considered in order to compute $DEL$).

Since the results in Fig. 4.7 (a) and Fig. 4.7 (b) show that the best performance is obtained for $c = 1$, this value will be used in the following simulations. Note that values of $c$ lower than 1 have not been considered because, in this case, even if the protocol obtains a slight performance improvement for large values of $\lambda$, the small number of rebroadcasters prevents the packets to reach all nodes even for low values of the packet generation rate.

In Fig. 4.8, (a) $PDR$ and (b) $n_{broad}/pck$ are shown as functions of the packet generation rate $\lambda$. The performances of all considered protocols are directly compared and the main network parameters are set as in Fig. 4.7. First of all, it can be observed that DiSIF performs better than all other considered broadcasting protocols for all the values of the packet generation rate. Similarly to what has been observed in Fig. 4.7 (a), the results in Fig. 4.8 (a) show that for very small values of $\lambda$ the $PDR$ is almost 100% for all simulated protocols. In these settings, where nodes can transmit one at a time and there are no concurrent transmissions, even flooding performs well. However, for increasing values of $\lambda$, the inefficient use, by flooding, of the radio channel rapidly degrades the performance because of highly redundant transmissions, which lead to collisions. Conversely, the DiSIF protocol guarantees a $PDR$ over 80% for $\lambda \leq 7$ pkt/sec, owing to its limited redundancy, which corresponds to a better occupation of the radio channel. For high values of $\lambda$, transmissions are highly overlapped and interference and collisions become critical for all protocols.
Figure 4.8: (a) PDR and (b) $n_{\text{broad/pck}}$ as functions of the packet generation rate. The performances of various broadcasting protocols are directly compared. The network parameters are set as follows: $p_s = 128$ byte/pkt, $\rho = 2000$ nodes/km$^2$, $n = 150$ nodes, $n_{tx} = 30$ nodes, and $s_p = 1.5$ m/s.
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Figure 4.9: $PDR$ as a function of $n_{tx}$. Network parameters are set as follows: $p_s = 128$ byte/pkt, $\rho = 2000$ nodes/km$^2$, $n = 150$ nodes, $\lambda = 0.5$ pkt/s, $s_p = 1.5$ m/s, and $c = 1$. Various broadcasting protocols are directly compared.

The results in Fig. 4.8 (b) show that, increasing the overall network load, each packet generation (at its source) corresponds to a progressively smaller number of rebroadcasts. This is due to the fact that, because of collisions, generated packets are not delivered to all nodes in the network, so that the nodes act as rebroadcasters less frequently. In other words, the multi-hop propagation is limited by collisions and this is confirmed by the $PDR$ results in Fig. 4.8 (a). By comparing Fig. 4.8 (a) with Fig. 4.8 (b), it can be observed that for medium-low values of $\lambda$, i.e., in the operative conditions of PANETs, the DiSIF protocol guarantees higher values of $PDR$ by performing a consistently smaller number of rebroadcasts. This confirms the effectiveness of the new silencing mechanism, which selects the best rebroadcasters among all neighbors, reducing the channel contention level. It is worth noting that DiSIF, by reducing the number of rebroadcasts, also reduces the overall energy consumption, which is an important issue, in particular when nodes are energy-constrained [84, 85].

The presence of many information sources is a crucial aspect in PANETs, because
large values of $n_{tx}$ can drastically increase the overall network load. In order to study the impact of the number of sources on the system performance, in Fig. 4.9 the PDR is shown as a function of $n_{tx}$. The main network parameters are set as in Fig. 4.7, in particular, the value of the packet generation rate is set to $\lambda = 0.5 \text{ pkt/s}$. It can be observed that, for all the considered values of $n_{tx}$, DiSIF outperforms all other protocols. Note that the performance of flooding degrades for large values of $n_{tx}$, regardless of the relatively small value of $\lambda$ ($\lambda = 0.5 \text{ pkt/s}$). This underlines that a large number of source nodes (typical of PANETs) may lead to a high network load even for low values of the per-node packet generation rate. Therefore, efficient (non-redundant) management of the radio channel is crucial in PANETs.

As mentioned in Section ??, the IF strategy takes into account the node spatial density $\rho$. This feature allows IF to adapt itself to the network conditions and is inherited by DiSIF. In order to get more insights about this adaptivity, in Fig. 4.10 the PDR is shown as a function of the node spatial density. The main network parameters are set as follows: $p_s = 128 \text{ byte/pkt}$, $n_{tx} = 80 \text{ nodes}$, $\lambda = 0.5 \text{ pkt/s}$, and $s_p = 1.5 \text{ m/s}$. The node spatial density $\rho$ is varied by keeping constant the side length $\ell$ of the square network region and varying the number $n$ of nodes in the network. Increasing $\rho$ increases the channel contention level, as more and more nodes are within the transmission range of each other. This directly results in a higher collision probability with flooding and the performance degrades rapidly. Conversely, it can be observed that DiSIF can adapt effectively its behavior to the network conditions.

In addition to packet generation rate and node spatial density, another important network parameter is the packet size $p_s$. This parameter is critical because longer packets correspond to longer transmission times, which increase the collision probability. In order to study the impact of increasing values of $p_s$, in Fig. 4.11 (a) PDR and (b) DEL are shown as functions of the packet size. The main network parameters are set as follows: $\rho = 2000 \text{ nodes/km}^2$, $n = 200 \text{ nodes}$, $\lambda = 1 \text{ pkt/s}$, $s_p = 1.5 \text{ m/s}$, $n_{tx} = 80 \text{ nodes}$, and $c = 1$. In Fig. 4.11 (a), it can be observed that increasing values of $p_s$ lead to a rapid performance degradation of IF, SIF, flooding, and GOSSIP. This is due to the fact that, with longer packets, a transmission act “captures” the channel for a longer time, resulting in a higher collision probability. Conversely, the perfor-
Figure 4.10: PDR as a function of the nodes spatial density. Network parameters are set as follows: $p_s = 128$ byte/pkt, $n_{tx} = 80$ nodes, $n = 200$ nodes, $\lambda = 0.5$ pkt/s, $s_p = 1.5$ m/s, and $c = 1$. Various broadcasting protocols are directly compared.

Performance of DiSIF is not affected by the increase of the packet dimension. This result is mostly related to the silencing mechanism of DiSIF which, in its first (contention) phase, allows the transmission of only PPs in order to select the actual rebroadcasters. These packets are very short, so that they “capture” the channel for a short time and collisions among them are unlikely. Then, after $t_{\text{wait}}$, only the actual rebroadcasters transmit (longer) DATA packets. These nodes, owing to the silencing mechanism of DiSIF, are typically far away from each other (see Fig. 4.2), so even long DATA packets do not generate interference and the performance of DiSIF remains roughly the same for increasing values of $p_s$. It is worth noting that, since the contention phase of DiSIF slows down rebroadcasting of DATA packets, the drawback of this strategy is an overall increase of the end-to-end delay $DEL$. This aspect is confirmed by the results in Fig. 4.11 (b), which show that the delay of DiSIF is higher that those of the other protocols. However, at high values of $p_s$, DiSIF outperforms flooding. In general, the delay of DiSIF is acceptable (e.g., below 5 ms) for PANET-based “social” applications.
Figure 4.11: (a) PDR and (b) DEL as a function of $p_s$. The main network parameters are set as follows: $\rho = 2000$ nodes/km$^2$, $n = 200$ nodes, $\lambda = 1$ pkt/s, $s_p = 1.5$ m/s, $n_{tx} = 80$ nodes, and $c = 1$. Various broadcasting protocols are directly compared.
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Figure 4.12: $E\{N_{\text{hop}}\}$ as a function of $\rho$. The performances of the considered broadcasting protocols are directly compared with the bounds $LB_{\text{nhop}}$ (eq.(4.5)) and $LB_{\text{approx}}$ (eq.(4.10)).

In Fig. 4.12, the average number of hops is shown as a function of the node spatial density $\rho$. The simulation-based performances of the considered protocols are directly compared with $LB_{\text{nhop}}$ and $LB_{\text{approx}}$. The main network parameters are set as in Fig. 4.10, but for the node spatial density $\rho$, which is varied by varying the side length $\ell$ of the square network region and keeping the number $n$ of network nodes fixed to 200. In these settings, increasing values of $\rho$ reduce the average number of hops since nodes get closer to each other. From the results in Fig. 4.12, it can be observed that flooding and GOSSIP require, on average, large numbers of hops. This is due to the fact that the rebroadcaster selection strategy of these protocols does not take into account the internode distance, so that even a node close to the source may rebroadcast a packet, resulting in a low forward progress and increasing the collision probability. Conversely, the IF and SIF rebroadcaster selection strategies favor nodes which are far away from the source and this results in a smaller average number of hops and a lower collision probability. DiSIF guarantees the smallest average number of hops among all simulated protocols for all the considered values of $\rho$. These results underline, once more, the effectiveness of the new silencing strategy embedded in DiSIF. By comparing the protocols’ performances with the proposed bounds, it can
be observed that the performance of DiSIF is very close to $LB_{\text{approx}}$.

4.5.3 Impact of Positioning Error

As described in Section 2.2, the probabilistic forwarding approach represented by IF needs requires the knowledge of some topological network parameters, such as internode distance and node spatial density. This is true also for DiSIF since it exploits IF in order to select the candidate rebroadcasters.

For this reason, each node has been assumed to be equipped with a GPS transceiver. The GPS, deployed in diverse networking settings and increasingly common (e.g., in the majority of smartphones), is often exploited in many existing broadcasting techniques [73, 87]. However, a GPS system can be affected by an error in many ways: propagation errors, signal multipath, receiver clock errors, GPS satellite orbit errors, and others— the interested reader is referred to [88] for a more accurate description. The GPS positioning error, which is rarely taken into account in the communication protocols literature, can severely damage the performance of a topology-based broadcast forwarding technique. For this reason, an investigation on the impact of the positioning error on the performance of DiSIF is now performed.

Denoting as $(x_t; y_t)$ the true coordinates of a node, the GPS positioning error can be modeled as follows:

$$
\begin{align*}
    x &= x_t + n_x \\
    y &= y_t + n_y
\end{align*}
$$

where $n_x$ and $n_y$ are independent zero-mean Gaussian random variables with standard deviation $\sigma_n$ (dimension: [m]). In Fig. 4.13, the performance of DiSIF, in the presence of GPS positioning error, is investigated in terms of $PDR$ as a function of the packet generation rate $\lambda$. Three different values of $\sigma_n$ are considered: 0 m (corresponding to perfect localization), 31 m, and 100 m. Moreover, in order to have a performance reference benchmark, the $PDR$ of GOSSIP is also shown. The main network parameters are set as in Fig. 4.7. It can be observed that the performances with $\sigma = 31$ m and $\sigma = 0$ m are quite similar: this means that DiSIF is robust to moderate localization errors. The reason behind this robustness is the probabilistic forwarding strategy of DiSIF inherited from IF. In the first contention phase, according to the IF strategy,
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Figure 4.13: DiSIF performance, considering the GPS positioning error, in term of *PDR* as function of $\lambda$. Three different values of $\sigma_n$ are considered: 0 m, 31 m, and 100 m. For comparison purposes the performance of GOSSIP is also shown. The main network parameters are set as in Fig. 4.8.

Each node uses the node spatial density and the distance from the source in order to evaluate the presence of other nodes in its proximity and to elect candidate rebroadcasters. However, this is done only in an average statistical sense, so that a moderate position estimation inaccuracy does not affect the performance. Conversely, in the actual rebroadcasters’ selection phase, localization errors can lead to silencing nodes which should retransmit the packets and, thus, some inefficiencies may arise. However, the observed results show that these inefficiencies induce a limited performance loss. Focusing on the case with $\sigma_n = 100$ m, it can be noted that the performance of DiSIF converges to that of GOSSIP. This is due to the fact that, in our simulations, the node range $z$ is set to 83 m, so that an error of $\pm 100$ m is equivalent to a random selection of the rebroadcasters. The main implication of the robustness of DiSIF to the localization error is that the GPS system can be replaced with less accurate positioning estimation techniques. For example, internode distance estimation could be based on the RSSI [81, 82]. This aspect is attractive in energy-constrained scenarios.
such as WSNs or LPLNs, where the use of GPS may not be a viable option.

4.6 Conclusions

In this chapter, a novel broadcast forwarding strategy, denoted as DiSIF, has been proposed. This technique improves the previously proposed IF and SIF protocols. For almost all the considered values of the network parameters and for all the considered performance metrics, results show that DiSIF outperforms, besides IF and SIF, other existing static probabilistic forwarding protocols such as GOSSIP and flooding. This is mainly due to the new silencing mechanism of the DiSIF protocol, which limits the number of retransmissions and effectively selects the best rebroadcasters, making the channel utilization more efficient. By comparing simulation results with theoretical findings, it turns out that DiSIF is close to be the optimal rebroadcast strategy in terms of minimization of the number of hops per communication route. Finally, the performance in the presence of a GPS positioning error shows that DiSIF is robust to moderate GPS error inaccuracy. This suggests that less accurate positioning estimation techniques could be successfully combined with DiSIF.
Conclusions

This thesis has been focused on the efficient multi-hop data dissemination in Smart Cities and IoT environments. This kind of communication paradigm represents a powerful tool which can be used in many scenarios, ranging from the delivery of safety/alert messages to all vehicles of a VANETs to the propagation of control packets in routing protocol for MANETs. In IoT and Smart Cities, heterogeneous communication technologies together with the high level of node spatial density create an high level of interference. The adoption of multi-hop broadcast techniques like flooding, generates a large level of redundancy which decreases the efficiency of the multi-hop propagation due to collisions. In these cases, make a good use of the available bandwidth by saving retransmissions and selecting the best rebroadcasters assumes a fundamental importance and allows to efficiently cope with the so-called Broadcast Storm Problem. In this thesis, some innovative multi-hop dissemination techniques have been presented, mostly based on probabilistic forwarding.

First, a novel reactive routing protocol, denoted as iAODV has been proposed. This protocol is derived from the AODV protocol by replacing the flooding mechanism used in its route discovery phase with the probabilistic forwarding mechanism denoted as IF. A simulative analysis of the obtained performance of iAODV has been performed in different scenarios such as pedestrian network and VANETs. Different simulation tools, namely ns-3, SUMO and OSM, have been exploited in order to obtain realistic simulations in terms of both node mobility and communication protocols. An analytical evaluation, able to show the amount of saved retransmission brought by the iAODV protocol has been also performed. In all cases, and for
almost all the considered values of the network parameters, the iAODV protocol out-
performs the AODV protocol and another version of AODV obtained by replacing
flooding with static probabilistic forwarding and denoted as AODV+G protocol. This
is mainly due to the fact that the number of control messages is effectively reduced
by the use of IF, thus reducing the contention level and making the channel utiliz-
tion more efficient. Moreover, the thanks to the retransmission probability of IF, the
best rebroadcasters are chosen (i.e., the farther from the transmitter) and this allow to
efficiently mitigate the broadcast storm problem.

Later, data dissemination with probabilistic forwarding has been exploited in
VANETs scenarios in order to create the so-called Vehicular Sensor Networks (VSNs).
With VSN, vehicles continuously gather, process, and share location-relevant sensor
data (e.g., road conditions, pollution, etc.). Information collection and dissemination
is performed using inter-vehicular communications and/or relying on the presence of
roadside infrastructure. In this context, two phases have been envisioned: a down-
link phase, during which a novel clustering broadcast protocol, denoted as CEIF,
is employed to create clusters of vehicles; and an uplink phase, during which the
clusters are exploited in order to perform decentralized detection of a spatially con-
stant phenomenon of interest. Different clustered topologies and fusion rules have
been considered. The performance of the proposed VSN-based distributed detection
schemes has been analyzed in terms of probability of error on the phenomenon esti-
mate and network lifetime, considering different mobility models (namely, highway-
like and urban-like). Unlike clustered sensor networks, where the clustering structure
is a design aspect, the proposed vehicular distributed detection schemes exploit the
natural formation of ephemeral vehicle clusters. Results clearly show that the maxi-
mum amount of data collectible during the clustered VSN lifetime is more affected
by the node mobility level than by the specific clustering structure. This suggest that
“bursty” data collection strategies should be considered, together with proper (local)
reclustering strategies. This is especially relevant in urban-like scenarios.

Finally, a novel broadcast forwarding strategy, denoted as DiSIF, has been pro-
posed. This technique improves the previously proposed IF protocol and is more
suitable to be used in scenarios where nodes have a bidimensional space distribu-
Conclusions

In particular, DiSIF extends IF by introducing a novel contention phase able to effectively select the best rebroadcasters taking into account the distance from the transmitting node. For almost all the considered values of the network parameters and for all the considered performance metrics, the results show that DiSIF outperforms, besides IF, other existing static probabilistic forwarding protocols such as GOSSIP and flooding. This is mainly due to the new silencing mechanism of the DiSIF protocol, which limits the number of retransmissions and effectively selects the best rebroadcasters, making the channel utilization more efficient. This performance improvement comes at the cost of an overall increase of the end-to-end delay which is introduced by the contention mechanism. By comparing simulation results with theoretical findings, it turns out that DiSIF is close to be the optimal rebroadcast strategy in terms of minimization of the number of hops per communication route. The performance in the presence of a GPS positioning error has been also investigated. Results shows that DiSIF is robust to moderate GPS error inaccuracy and this suggests that less accurate positioning estimation techniques could be successfully combined with DiSIF.
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